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Introduction

Metal clusters are fanciful and unforeseeable molecules. This is why they are

extremely fascinating. Clusters have eluded for over a century every attempt of

systematic classification and of confinement in a narrow field of science. Rather,

chemists, physicists, and material scientists have contributed together to the

development of a transversal discipline: cluster science [1–3].

The increasing knowledge in cluster science has been supported by the rapid

development of novel techniques which have permitted more and more accurate

investigations. An impressive acceleration in the understanding of the chemistry

of clusters has been promoted by the development of X-ray diffraction and trans-

mission electron microscope techniques. This has made possible the systematic

correlation between the chemical reactions leading to cluster formation and the

atomic structure of the final product. Many questions related to the cluster syn-

thesis (in particular about the role of different reducing agents and stabilizing

polymers) have been successfully investigated. Methods have been developed for

the synthesis of clusters with control of their size [4,5] and, with some limitation,

of their shape [6]. In the last twenty years, the development of powerful, massively

parallel computers has made possible theoretical calculations of various chemical

and physical properties of metal clusters by means of ab initio methods, mainly

based on the density functional theory [7–9]. However, the microscopic mecha-

nism through which metal clusters form remains difficult to understand [10]. In

particular, the elementary steps leading to the nucleation and growth of transition

metal clusters upon chemical reduction of metal salts are, at the present time,

not yet clear at the atomic scale. This is mainly due to the fast reaction times

characterizing the nucleation process and to the variety of oxidation states of the

reactants and products, which makes difficult both theoretical and experimental

investigations.

This problem is addressed in the present thesis theoretically by means of first-
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principles molecular dynamics techniques [11]. Our goal is to propose a micro-

scopic mechanism for the formation of platinum nanoparticles after reduction of

Pt(II) complexes, both free in solution and supported by biopolymers. Platinum

clusters are of special interest because of their unique electronic and catalytic

properties. Precise knowledge about the elementary steps of the Pt cluster for-

mation is needed to achieve a controlled growth of nanoparticles in solution or

supported by inorganic and organic substrates.

On the one hand, control on the cluster formation process is fundamental in

catalysis where metal clusters find the most important applications. Indeed, the

catalytic activity of a colloidal suspension of metal particles depends on the parti-

cle size distribution, on the particle morphology, and on the particle composition

(in the case of heteronuclear clusters). In principle, all these parameters could

be tuned by accurately controlling the process of particle nucleation and growth.

On the other hand, in the recent years noble metal clusters have been employed

as nanosized building blocks for the “bottom-up” fabrication of nanostructures.

In particular, the metal coating of biopolymers is a very promising route to pro-

ducing complex bio-inorganic structures [12–14]. To achieve a clean metallization

process and to obtain a metal coating reflecting the symmetry of the underlying

template, a purely heterogeneous nucleation of clusters on the biomolecules ap-

pears to be necessary. Otherwise, the spurious homogeneous formation of clusters

in the solution invariably leads to irregular and coarse structures [13,14]. There-

fore, it is of great importance to establish a metallization procedure where the

nucleation and growth of the clusters are controlled in situ by the organic tem-

plate. To achieve this goal, the knowledge of the mechanisms of cluster nucleation

and growth is once again fundamental.

In this work, both the homogeneous cluster formation in solution and the

heterogeneous cluster formation on biopolymers (proteins and DNA) after re-

duction of a dissolved K2PtCl4 salt are explored. The primary questions which

our investigations will address are: (i) how the reduction process is influenced

by the hydrolysis of the metal complexes; (ii) what can be considered a “critical

nucleus” for a stable cluster growth; (iii) why the cluster growth appears to be an



Introduction 3

autocatalytic process; (iv) which role in the heterogeneous cluster nucleation play

organometallic complexes formed between the metal salt and the organic tem-

plate before the reduction; and finally (v) how can an organic template actively

promote the heterogeneous nucleation of clusters. Parallel to the theoretical sim-

ulations –which are the main subject of this thesis– metallization experiments

performed within our research group will be presented. Through a combined use

of theoretical and experimental techniques, our final goal is to develop a novel

methodology for a template-controlled metallization of biomolecular substrates.

The first chapter of this thesis deals with a review of fundamental concepts

of cluster science and of relevant applications of noble metal clusters. The first-

principles molecular dynamics techniques used throughout this work are described

in chapter 2. The initial formation of Pt–Pt bonds between dissolved Pt(II)

complexes after reduction is studied in chapter 3. In chapter 4, we investigate

the addition of Pt complexes to growing clusters. The heterogeneous formation

of Pt clusters on DNA molecules is studied in chapter 5. Finally, the results are

briefly summarized in the last chapter.

All the computational resources needed for our simulations have been provided

by the Center for High Performance Computing at the Dresden University of

Technology. The calculations are performed with the highly optimized, massively

parallel Lautrec code [15].





Chapter 1

Metal clusters

1.1 Definitions

1.1.1 Clusters of metal atoms

The term metal cluster was introduced in the 1960s by F. A. Cotton [16,17], who

proposed the following definition:

A metal cluster is a finite group of metal atoms that are held together

entirely, mainly, or at least to a significant extent, by bonds directly

between the metal atoms, even though some nonmetal atoms may

also be intimately associated with the cluster.

This definition states that a group of atom can be classified as a cluster only

in the presence of at least one direct metal–metal bond. Molecules where metal

atoms are only indirectly bound (via, e.g., bridging ligands) are not properly

clusters. Notably, for many compounds it is absolutely not trivial to decide

whether the atoms are directly bound or not. It was stated that to characterize

the nature and the extent of the metal–metal interactions in metal clusters is

one of the most challenging problems for theoreticians [18]. It will be shown

in chapter 3 that such information can be at least partially obtained by using

modern chemical concepts based on quantum mechanical formalisms, and requires

the knowledge of the wave-functions of the whole system.

Accordingly to the definition above, a metal cluster may contain non-metallic

atoms. Naked clusters (containing only metal atoms) are produced by evaporation

of metals and condensation of the atoms in noble gas atmosphere [19]. All others

chemical or physical synthetical routes lead to ligated clusters, where a metallic

5



6 Chapter 1

Figure 1.1: Examples of ligated metal clusters. (Left) The [Pt2(CO)2Cl4]
2−

ion [22]. (Right) An Au55 cluster stabilized by silsesquioxane ligands [23].

core is embedded in a non-metallic ligand shell [2] (figure 1.1). The electronic (and

thus the chemical and physical) properties of a ligated cluster strongly depend

on the nature of the ligand shell [18]. This is true both for small clusters of

few atoms, such as those in figure 1.1, and for big clusters of some thousand

atoms [21] (see figure 1.3).

1.1.2 Colloids

The definition of Cotton does not set a maximum limit for the size of metal

clusters. However, if the number of metal atoms reaches the order of magnitude

of 104, then it is more correct to speak about a small crystal than about a cluster.

On the other side, very small crystals have physical and chemical properties

different from those of the bulk. For instance, if crystals smaller than 1 µm are

immersed in a solvent, even if the solid phase is not soluble in the liquid one, no

sedimentation occurs and a stable, glue-like suspension is obtained, especially in

the presence of organic polymers. This observation led to the concept of colloidal

suspension, and to the following commonly accepted definition:

A colloid is a particle that, if immersed in a liquid phase, cannot

sediment spontaneously out of the solution without centrifugation.

In particular, if organic molecules are present in solution in sufficient concentra-

tion, they adsorb on the metal surface and can stabilize the particle suspension.
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Such molecules are called surfactants, capping agents, or stabilizers. Thus, a

metal colloid [24] is composed by a small metal crystal embedded in a shell of

surfactants. There is a strict analogy between a colloid (metal particle and sur-

factant shell) and a cluster (metal core and ligand shell). Indeed, colloids follow

perfectly the definition of cluster given by Cotton, and clusters the definition of

colloid reported above.

1.1.3 Giant clusters

From a chemical point of view, it is desirable to speak about clusters only in the

case of molecules which can be thoroughly characterized. That is, cluster must

have a defined formula unit and a precise, investigable, structure. To date, very

big clusters have been isolated and their structures have been univoquely deter-

mined (see figure 1.1, right). Typical examples are Au55(PPh3)12Cl6 [25] and

[Ni38Pt6(CO)48]
6− [26], where the metal cores have dimension of about 1 nm. In

addition, on the basis of data from various spectroscopic and microscopic tech-

niques combined with elemental analysis and molecular weight measurements,

giant clusters have been structurally characterized [21,27]. Giant clusters consist

of a core of noble metal atoms stabilized by a shell of ligands or surfactants. The

number of atoms in the metal core follows the series of Chini magic numbers [28],

which correspond to a FCC close packing of atoms in icosahedral or cuboctahe-

dral shells (figure 1.2). A Pt∼2057 cluster consisting of 17 (111) layers of atoms

found on a protein after metallization (see section 1.3.2 and figure 1.4) is shown

in figure 1.3.

Giant clusters form colloidal suspensions in the most common solvents. It

is usual to speak about colloids if the size of the metal core lies between 1 and

100 nm, and about clusters for metal cores containing from 2 up to about 5000

atoms. Particles in the size-range 1-10 nm, which are the subject of this thesis,

can be considered either clusters or colloids, both definitions being correct. Ad-

ditionally, the term nanoparticles is commonly used especially in the materials

science community. This term is a synonym for colloids, but is more generally
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_1
3S

3 2
N ( +10S= 15S +11S +3)

n = 10S + 2S
2

total atoms

surface atoms

A S−shell cluster contains: 

Atom First shell Second shell

Series of "magic numbers": 1, 13, 55, 147, 309, 561, 923, 1415, 2057, 2869,...

Figure 1.2: Schematic representation of closed shell clusters with nuclearity fol-

lowing the series of Chini magic numbers.

Figure 1.3: A platinum cluster consisting of 8 atomic shells (Pt∼2057) supported

by a protein substrate and imaged by HRTEM [29]. The size of the cluster is

about 3.5 nm.
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applicable to all cases where the liquid phase is absent, as, e.g., in the case of

metallic particles deposited from the gas phase on a solid substrate. Thus, in

the following we will speak about clusters, colloids or nanoparticles as equivalent

synonyms.

1.2 Physical and chemical properties

It is interesting to investigate how the physical and chemical properties of clusters

change with increasing the cluster nuclearity, which is defined as the number of

metal atoms contained in the cluster. In this way, the transition from the atom

to the molecule, to the colloid up to the bulk can be followed in a systematic

way. Excellent reviews about this topic have been recently published [7, 8, 18].

In this section, we summarize briefly some fundamental concepts with particular

attention paid to structure and energetics of naked clusters, which are important

for the investigation of the cluster growth mechanism (chapter 4).

1.2.1 Naked clusters: from the atom to the bulk

Naked clusters can be produced by evaporation of a metal and subsequent conden-

sation of the atoms in an inert gas. By means of a mass spectrometer, clusters of

specific nuclearities can be selected and adsorbed on a ceramic surface for further

investigations [19]. It should be noted that the underlying surface has a strong

influence on the cluster properties [7, 19]. For this reason, it is more correct to

speak about supported rather than naked clusters. Experimental investigations

of really naked clusters should be performed in the gas phase [30]. However, be-

cause of the difficulties inherent in this kind of investigations, naked cluster are

studied mainly theoretically.

Structure and energetics of naked clusters

Total energy calculations of transition metal clusters have been performed with

a variety of techniques, which span from empirical methods up to high-accuracy
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quantum mechanical calculations [9]. The results concerning structure and en-

ergetics of small metal clusters are generally all in qualitative agreement. An

important quantity related to the stability of a cluster is the cohesive energy per

atom, which is defined by:

Ecoh = − 1

N
(EN − Eat) , (1.1)

where EN is the total energy of a cluster of N atoms and Eat is the total energy

of the isolated atom. Generally, Ecoh increases with the cluster nuclearity, and

is roughly proportional to the mean number of metal–metal bonds engaged by

each atom (the average coordination number) [18, 31]. Interestingly, clusters

with different geometries, but with the same average coordination number, have

about the same mean cohesive energy. In order to increase the mean coordination

number, and thus to increase the stability, the structure of metal clusters tends to

minimize the surface-to-volume ratio. This leads to preferred FCC arrangements

of atoms into icosahedral or cuboctahedral structures, or, more generally, into

stacked layers of atoms with triangular lattice structures [20].

The mean metal–metal distance in naked clusters increases with the number

of atoms. In the case of platinum clusters, the Pt–Pt distance varies between

2.45 Å in the dimer to 2.77 Å in the bulk. Accordingly, the metal–metal bond

energy is higher in small clusters than in the bulk. Like the mean cohesive energy,

also the mean bond distance is proportional to the average coordination number

and not to the number of atoms. Thus, a key factor in the stability of metallic

systems is the number of bonds per atoms, regardless of the geometric details of

the structure [31].

The electron affinity (EA) is increased passing from the atom to the bulk, and,

correspondently, the ionization potential (IP) is decreased. Within the classical

spherical droplet model, the EA and the IP of a metallic particle of radius r are:

IP(r) = W + αe2/r (1.2)

EA(r) = W − βe2/r , (1.3)

where W is the work function of the metal. We note that this classical model
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is, in principle, valid only for cluster dimensions where quantum-size effects are

negligible. In spite of this, calculated IP and EA values of very small Au clusters

(with r ranging from 0.3 to 1 nm) show a clear linear dependence with 1/r,

which leads to an extrapolated value of W very close to the experimental one [7].

Thus, clusters of few tens of atoms already present evident metallic character.

Accordingly, the HOMO-LUMO energy gap decreases very fast with the particle

nuclearity. For clusters of 13 atoms gaps of about 0.1 eV were calculated [7].

1.2.2 Ligated clusters

All the physical and chemical properties of metal clusters are strongly influenced

by the ligand shell. The formation of bonds between the surface atoms of a

cluster and the ligands induces a perturbation on the electronic states of the

metal core. The effects are strongly dependent on the ligand type, and on the

ligand distribution around the metal core. In particular, the same metal atoms

can be stabilized by slightly different ligands in a rich variety of structures and

isomers. Other typical ligand effects are the quenching of magnetic moments and

the changing of optical properties of the metal core [7].

Very common ligands are carbonyl, phosphine, phenantroline, or long poly-

mers such as, e.g., polyacrilate. In addition to the ligand shell, an electric double

layer can be present on the cluster surface, due to the presence of free ions (Cl−,

Na+, etc.) in solution. In general, the metallic cluster surface is very reactive

toward physisorption and chemisorption of almost all classes of compounds.

1.3 Application fields

1.3.1 Catalysis

Since a century, the most important application field for noble metal particles

is catalysis. The high chemical activity of a colloidal suspension mainly arises

from the high number of unsaturated surface atoms. In addition, the reduced

particle dimension leads to quantum-size effects due to the breaking of the elec-
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tronic band symmetry proper of the bulk. Clusters of few atoms are of special

interest, because their chemical activity presents discontinuous changes with uni-

tary variations of the cluster nuclearity [19]. In industrial applications, clusters

are either used in colloidal form, or supported by a solid substrate, such as e.g,

zeolites and others porous ceramics. The group of chemical reactions in which

metal clusters are active catalysts includes especially hydrogenation and related

reactions (hydrosilylation, hydration of unsaturated organic molecules et cetera).

The catalytic activity of noble metals toward oxidation reactions (a typical ex-

ample is the oxidation of CO) is the reason why ceramic-supported platinum

catalysts are widely used in the automobile industry. The catalytic action of col-

loidal metals is finally involved in important processes such as photography and

electroless metal deposition. For comprehensive reviews we refer to the extensive

specialized literature [1, 2].

1.3.2 Nanostructure fabrication

In the recent years, organic nanostructures have been fabricated via a “bottom

up” approach, i.e., via the assembly of small structural elements (monomers)

into supramolecular complexes [32]. The idea underlying this novel method of

nanostructure fabrication is to mime natural processes (occurring, e.g., in living

cells) which lead spontaneously to the build-up of complex ordered structures.

The spontaneous coalescence of monomers without any external manipulation is

called self-assembly [32] and is mainly driven by formation of hydrogen bonds and

by electrostatic interactions between the monomers. By recreating in vitro the

conditions necessary to the self-assembling of isolated structural units, a variety

of organic biomimetic structures could be obtained [33]. However, the range of

technological interest of purely organic structures is small because of their poor

mechanical properties and of their limited chemical and thermal stability [34].

On the other hand, it is possible to coat a preformed organic structure (tem-

plate) either with a film of metal or with isolated metallic, nanosized parti-

cles [12–14, 29, 35–38]. Both in the case of complete metal coating and in the
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Figure 1.4: (Left) Microtubules coated with a film of nickel grown on the protein

surface [36]. (Right) Bacterial S-layer covered with an array of platinum clusters

which reflects the fourfold symmetry of the underlying protein template [29]. A

HRTEM micrograph of a selected cluster is shown in figure 1.3.

case of deposition of isolated particles, it is common to speak about metalliza-

tion of the template [35]. Biological, self-assembled metallization templates such

as bacterial surface layers (S-Layers) [39] are of particular interest because of

the periodicity of the protein network. The regular spatial modulation of the

physical and chemical properties of the surface makes biotemplates ideal for a

space-controlled metallization. Examples of metallized proteins are shown in fig-

ure 1.4. However, if metal particles form homogeneously in solution as well as

heterogeneously on the template, the obtained metallized structure invariably

presents undesired inhomogeneities due to diffusion-driven processes of particle

agglomeration. A selectively heterogeneous metallization can be obtained only

under the condition that the template itself is able to induce and to control

the formation of metal particles. In particular, in order to develop a template-

controlled metallization procedure, accurate knowledge about the mechanism of

metal cluster formation after the reduction of dissolved metal salts is required.

To this aim, the molecular mechanism of homogeneous metal cluster formation in

solution will be investigated in chapters 3 and 4, while the heterogeneous metal

cluster formation on biological templates (such as, e.g., DNA) will be addressed
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in chapter 5. The computational techniques used for these investigations are the

subject of the following chapter.



Chapter 2

First Principles Molecular

Dynamics

This chapter deals with a brief description of the First Principles Molecular

Dynamics (FPMD) technique [11] based on the scheme of Car and Parrinello

(CP) [40] which is used throughout this thesis. In the FPMD approach, the

forces acting on the atoms are computed from the electronic wave functions ob-

tained within the Density Functional Theory (DFT). The motion of the atomic

nuclei is then described by classical Newton equations. In this thesis, a relevant

role is played by metallic systems (see chapter 4), which are generally difficult

to treat with FPMD techniques. For this reason, the algorithms recently devel-

oped to deal with metallic systems in the framework of the CP method will be

described with particular care.

2.1 Basics of Density Functional Theory

In this section the fundamental concepts of the Density Functional Theory [41,42]

are presented. We refer to fundamental literature [43–46] for accurate descriptions

of the formalism.

2.1.1 Adiabatic approximation

Within the Schrödinger picture of quantum mechanics, the temporal evolution of

a molecular system is described by the wave equation:

H({Rm}, {rn}, t)Φ({Rm}, {rn}, t) = ih̄
∂Φ({Rm}, {rn}, t)

∂t
, (2.1)

15
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where H is the Hamiltonian operator of the whole system and Φ is the corre-

sponding wave function. Both depends on the coordinates of the nuclei {Rm},
on coordinates of the electrons {rn}, and on the time t.

If the evolution of the system under observation is so that no energy is ex-

changed between nuclei and electrons, then the nuclear and electron dynamics

can be considered separately, according to the adiabatic approximation [47]. This

approximation can be simply justified by the facts that the typical nuclear masses

are much larger than the electronic mass, and that in many cases the motion of

the electrons is much faster than the typical motion of the nuclei. Thus, the

electrons follow instantaneously the nuclei and can be considered any time in

their ground state. This approach cannot be applied in non-adiabatic processes

such as scattering and electron transfer reactions, but is very useful to simulate

a large number of chemical reactions. At fixed nuclei position, the stationary

Schrödinger equation of the electrons reads:

Ĥ({Rm}, {rn})Ψ({rn}) = E0({Rm})Ψ({rn}) , (2.2)

where the wave function of the electrons, Ψ, depends on the electronic coordi-

nates only, and the Hamiltonian of the electronic system, Ĥ, contains the nuclear

coordinates as parameters. The solution of the equation 2.2 leads to the ground

state energy E0, which defines the potential for the motion of the nuclei. E0 can

then be plugged into the Schrödinger equation for the nuclei, or can be used to

solve the classical Newton equations of motion:

MIR̈I = −dE0({Rm})
dRI

. (2.3)

Quantum description of the nuclear dynamics is useful in some particular case

(e.g., to describe nuclear tunneling), especially in the case of hydrogen atoms [48].

Otherwise, the nuclei can be treated as classical particles with masses MI .

2.1.2 The Hohenberg-Kohn and Kohn-Sham approaches

So far, the problem has been reduced to the solution of the many-electrons sta-

tionary wave equation 2.2. Considering N electrons, the Hamiltonian of the
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electronic system, Ĥ, can be written as1:

Ĥ = T̂ + V̂ee + V̂ , (2.4)

where

T̂ =
N∑

i=1

−1

2
∇2

i (2.5)

is the kinetic energy operator;

V̂ee =
∑

i<j

1

|ri − rj| (2.6)

is the electron-electron repulsion energy operator; and

V̂ =
N∑

i=1

v(ri) (2.7)

with

v(ri) = −∑
α

Zα

|ri −Rα| (2.8)

is the external potential of the nuclei charged Zα.

The Hohenberg-Kohn theorem

It is important to note that, given N electrons, T̂ and V̂ee are univocally defined,

so that the Hamiltonian of the system and all its ground state properties depend

uniquely on the choice of the external potential v. In particular, the electron

density

ρ(r1) = N
∫
|Ψ(r1, r2, . . . , rN)|2dr2 . . . drN (2.9)

remains defined by the choice of v, or, more precisely, ρ is a unique functional of

the external potential: ρ = ρ [v]. By reversing this approach, the theorem of

Hohenberg and Kohn [41] states that:

the ground state density ρ of a many electron system uniquely deter-

mines the external potential v (modulo a constant).

1From this point, all expression will be written considering atomic units.



18 Chapter 2

The theorem above establishes that N and ρ, instead of N and v, can be

chosen as fundamental variables to solve the many-body electronic problem 2.2.

Solving the Schrödinger equation is equivalent to minimize the energy functional

E [Ψ] = 〈Ψ|Ĥ|Ψ〉 with respect to all the wave functions of N electrons:

E0 = min
Ψ
〈Ψ|Ĥ|Ψ〉 . (2.10)

Choosing the density as fundamental variable, the many-body problem can be

solved by minimizing the functional E [ρ] with respect to ρ, considering all wave

functions having ρ as electron density:

E0 = min
ρ

{
min
Ψ→ρ

〈Ψ|Ĥ|Ψ〉
}

= min
ρ

{∫
v(r)ρ(r)dr + min

Ψ→ρ
〈Ψ|T̂ + V̂ee|Ψ〉

}

= min
ρ
{V [ρ] + F [ρ]} , (2.11)

where we have defined:

V [ρ] =
∫
v(r)ρ(r)dr

F [ρ] = min
Ψ→ρ

〈Ψ|T̂ + V̂ee|Ψ〉 . (2.12)

The Kohn-Sham equations

The functional F [ρ] still contains the complexity of the original many-body prob-

lem, which originates from the potential V̂ee (i.e., from the electron-electron in-

teractions), and is still unknown. For a system of non interacting electrons in the

external potential v, in addition to the functional V [ρ] we would also know the

kinetic and electrostatic (Hartree) contributions to the total energy, which are:

T0 [ρ] = min
Ψ
〈Ψ|T̂ |Ψ〉

EH [ρ] =
1

2

∫∫ ρ(r)ρ(r′)
|r− r′| drdr

′ . (2.13)

For interacting electrons, the remaining contributions to the total energy can be

put together in an exchange and correlation functional, defined by:

Exc [ρ] = F [ρ]− T0 [ρ]− EH [ρ] . (2.14)
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From the 2.11 and 2.14, the total energy can be rewritten as:

E0 = min
ρ
{T0 [ρ] + V [ρ] + EH [ρ] + Exc [ρ]}

= min
ρ
{T0 [ρ] + VKS [ρ]} , (2.15)

where the Kohn-Sham functional VKS has been defined. At this point, looking at

the 2.15, it is immediate to recognize that the same minimum condition would

be fulfilled by a system of N non interacting electrons in the fictive Kohn-Sham

potential:

vKS(r) = v(r) +
∫ ρ(r′)
|r− r′|dr

′ +
δExc [ρ(r)]

δρ(r)
, (2.16)

the last term being the exchange-correlation potential vxc.

In this way, the problem 2.2 for N interacting electrons can be mapped onto

a set of N problems for non-interacting electrons, the so-called Kohn-Sham

equations [42]:

(
−1

2
∇2 + vKS(r)

)
ψi(r) = εiψi(r) i = 1 . . . N , (2.17)

which we are able to solve in a self-consistent way, given the exchange-correlation

potential vxc. The wave functions ψi are the single-particle Kohn-Sham orbitals,

from which the density can be calculated as:

ρ(r) =
N∑

i=1

ψ∗i (r)ψi(r) . (2.18)

2.1.3 Solution of the Kohn-Sham equations

Local Density Approximation

Within the adiabatic approximation, the DFT formulation presented above is

exact. However, in order to practically solve the many-body problem, it is neces-

sary to know the exchange-correlation potential vxc, and there is no way to know

it exactly. An approximation that leads to surprisingly small errors in the calcu-

lation of ground state properties of a given system is the so-called local-density

approximation (LDA). The assumptions made within the LDA are that (i) at a

point r, vxc(r) only depends on the density at r; and (ii) given locally a density
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ρ(r), vxc is equal to the exchange-correlation potential of a homogeneous electron

gas of density ρ:

vLDA
xc (r; ρ) = vhom

xc (ρ(r)) . (2.19)

The exchange-correlation potential of a homogeneous electron gas can be splitted

in an exchange part, which is calculated exactly, and in a correlation part, which is

normally parameterized on values calculated very accurately by Quantum Monte

Carlo techniques [49,50].

A natural, but not trivial, extension of the LDA approximation is to consider

also the dependence of vxc on the gradient (and on the Laplacian) of the density:

vGGA
xc (r; ρ) = vxc

(
ρ(r), |∇ρ(r)|,∇2ρ(r)

)
. (2.20)

Various form of generalized gradient approximations (GGA) have been developed

up to now,2 which in general improve the computed values of bond energies with

respect to the simple LDA approach. In particular, the hydrogen bond can be

correctly described only within GGA approximations. However, it is to note that

there is no formal improvement passing from LDA to GGA. The weakness of the

DFT formalism, which lies in the approximate description of correlation effects,

giving sometimes not negligible errors [53], still remains to be overcome.

Plane-wave expansion of the Kohn-Sham orbitals

In crystalline solids, the Kohn-Sham orbitals ψi can be written according to the

Bloch’s theorem as products of a periodic part ui and a wavelike part:

ψi(r) = ui(r) e
ik·r , ui(r + a) = ui(r) , (2.21)

where a is a lattice vector of the crystalline system. It is always possible to expand

ui using a set of plane-waves, whose wave vectors are the reciprocal lattice vectors

of the crystal, defined by G · a = 2πm , where m is an integer. Therefore, the

orbitals ψi can be written as an expansion in plane waves:

ψi(r) =
∑

G

ci,k+G e
i(k+G)·r . (2.22)

2In the calculations of this thesis we use the PW91 GGA functional [51] implemented ac-
cording to Ref. [52].
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It is possible to make use of periodic boundary conditions and plane-wave ex-

pansions even if the system to model is not a crystalline solid, but an isolated

molecule. In this case the molecule is placed in a periodically repeated super-

cell which must be large enough to prevent any spurious interaction between the

system and its repeated images.

The cell vectors k of the Bloch orbitals are in principle an infinite set. How-

ever, it is possible to expand the orbitals ψi only over a finite set of k-points (the

so-called special points). This is allowed because the values of ψ at k-points that

are close together is almost identical, so that a whole region of the reciprocal

space can be represented by a special point (see for instance Ref. [54]). It is

always possible to chose a set of k-points sufficiently dense to compute correctly

all electronic properties of the system. In any case, the convergence of the total

energy with the number of special points should be checked.

Also the number of coefficient ci,G is infinite, but in the practical computations

the plane-wave summation is performed only over waves with kinetic energy below

a limit value Ecut = |k + Gcut|2/2, which is called cut-off energy. The error made

in the calculation of, e.g., the total energy can be systematically reduced by

increasing the value of Ecut until convergence is achieved.

Pseudopotentials

The number of waves necessary to correctly expand the Kohn-Sham orbitals can

be drasticly reduced by considering in the calculation only the valence electrons,

and by including the effect of the core electrons in an appropriate external poten-

tial v. Otherwise, the rapid oscillations of the valence orbitals in the core region

(necessary to maintain the orthogonality with the low-lying, tightly bound core

orbitals) needs a very large number of plane wave components to be correctly de-

scribed. The wave functions are thus replaced by smooth pseudo wave functions,

and the true potentials of the nuclei by pseudopotentials. The system will then

consist of valence electrons and ions, i.e., the nuclei with the surrounding core

electrons.
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A well working pseudopotential should (i) give the same spectrum of valence

states as the true potential; (ii) have pseudo wave functions that coincide with

the real wave functions at a fixed distance from the nucleus (the core radius); (iii)

reproduce correctly the chemistry of the atoms in different compounds, oxidation

states, or ionization conditions. In particular, the last property is the so-called

transferability of the pseudopotential, and is related both to the eigenvalue spec-

trum of the pseudo wave functions and to their absolute magnitude outside the

core radius. Norm conserving pseudopotentials 3 ensure that the integrals of the

squared amplitudes of the real and the pseudo wave functions in the core region

(and thus in the valence region) have the same value, and present a very good

transferability. In addition, it is necessary to ensure that the pseudopotential is

able to reproduce the scattering properties of the nuclei and core electrons for the

real valence wave function. In particular, the scattering from the ions is different

for each angular momentum component of the valence wave functions, so that

the general form for a pseudopotential is:

v(r) =
∑

lm

|Ylm〉 vl(r) 〈Ylm| , (2.23)

where Ylm are the spherical harmonics and vl is the part of the pseudopotential

generated for the wave function component with angular momentum l. In this

way, the ionic potential is completely non local, and the wave functions have to be

projected onto each angular momentum component. To reduce the computational

effort, it is very useful to split the ionic potential in a local part and in a non-local

part in such a way that every single state can be projected onto a single angular

momentum component (separable potential). The form of a norm-conserving,

separable pseudopotential given by Kleinman and Bylander [56] is:

v = vlLOC
+

∑

lm

|∆vlRP
l Ylm〉〈∆vlRP

l Ylm|
〈RP

l |∆vl|RP
l 〉

, (2.24)

where vlLOC
is the component of the pseudopotential chosen as local, ∆vl =

vl − vlLOC
, and RP

l are the radial parts of the wave functions of the pseudo

3In this thesis we use norm-conserving pseudopotential of the type proposed by Troullier
and Martins [55].
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atom used to construct the ionic potential. Because the wave function is now

not projected onto a complete set of spherical harmonics, particular attention

should be paid when choosing the locality of the pseudopotential. In some cases,

indeed, a not appropriate choice of lLOC leads to “ghost” states in the eigenvalue

spectrum of the pseudo atom [57] by passing from a non-local to a separable

pseudopotential.

Electrostatic interactions

In periodic boundary conditions, the calculation of the ion-ion and electron-

electron electrostatic interactions needs particular care. For this energy terms,

the technique of the Ewald summations [58] is commonly used. It is important

to note that in the case of cells which contain a net charge, appropriate correc-

tive terms have to be added to the total energy of the system [59, 60]. These

corrections take in account the (long range) electrostatic interactions between

the system and the periodically repeated images. For instance, the interaction

between point charges (PC) q in a simple cubic lattice with edge length L can be

computed by a Madelung summation:

EPC = −α q2

2εL
, (2.25)

where ε is the dielectric constant of the system considered, and α = 2.8373 is

the Madelung constant for a simple cubic lattice. The interaction due to a net

charge distribution can be then computed up to O(L−4) with a method proposed

in Ref. [60].

Minimization of the total energy

In principle, we know how to compute all the contributions to the Kohn-Sham

Hamiltonian. The search of the eigenfunctions ψi and of the eigenvalues εi pro-

ceeds through a self-consistent iterative loop over the coefficient ci,k+G defined

in equation 2.22 (which uniquely define a charge density ρ). The conventional

matrix diagonalization methods are generally not as efficient as other techniques

for the direct minimization of the Kohn-Sham energy functional E [ρ].
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The most simple minimization technique is the steepest descent method, where

the variable are updated in the direction opposite to the gradient of the function

to minimize. In our case, the variables to update are the wave functions ψi,

(in the practical case, the coefficients ci,k+G of the plane wave expansion). The

function to minimize is the energy E. Given the wave functions at a step n, the

updating to n+ 1 is performed as follows:

ψ̄n+1
i = ψn

i −∆

(
δE

δψ∗i

)n

, (2.26)

where ∆ is the magnitude of the step, and (δE/δψ∗i ) = Ĥψi. After every min-

imization step, the orthonormality of the states must be restored, for instance

with the Grahm-Schmid algorithm:

ψ̄n+1
i

GS−→ ψn+1
i .

An extension of the steepest descent method is represented by the conjugated

gradient method (see, e.g., Ref. [11]). This very efficient algorithm can be used

to reach in few steps the electronic ground state, so that it can be implemented

in molecular dynamics schemes. In this case, the classical Newton equation of

the ions (2.3) is integrated by a numerical algorithm (e.g., the Verlet algorithm).

At every MD step, the forces on the ions are calculated after full minimization

of the total energy of the electrons within the DFT with the conjugated gradient

method.

2.2 The Car-Parrinello method

An alternative scheme to reach the ground state of the electronic system and

to perform efficiently MD simulations has been proposed in a seminal paper by

Car and Parrinello [40]. The idea is to let the wavefunctions reach the minimum

energy dynamically, by associating to the Kohn-Sham orbitals a fictive mass µ

and by integrating the equation of motion:

µψ̈i = −Ĥψi − η ψ̇i +
∑

j

Λij ψj , (2.27)
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where the friction coefficient η is chosen to damp critically the wavefunction

motion, and the additional forces Λij ψj are necessary to maintain the orbitals

orthonormal during the dynamics. The Lagrangian Le for the fictitious dynamics

of the electronic wave function, from which the equation of motion 2.27 (for the

case of η = 0) can be derived, is:

Le =
∑

i

µ〈ψ̇i|ψ̇i〉 − E [{ψn}, {Rm}] +
∑

i,j

Λij [〈ψi|ψj〉 − δij] , (2.28)

where the dependence of E on the orbital set {ψn} and on the fixed ionic coordi-

nates {Rm} has been evidenced.

2.2.1 The Car-Parrinello Lagrangian

Once the electronic ground state is reached, it is possible to associate the same

fictitious electron dynamics to the real ionic dynamics, in order to obtain a global

equation of motion for the whole system. The complete Lagrangian contains both

the electronic and the ionic energetic terms:

L =
∑

i

µ〈ψ̇i|ψ̇i〉+
∑

I

1

2
MIṘ

2
I − E [{ψn}, {Rm}]− EII +

∑

i,j

Λij [〈ψi|ψj〉 − δij] ,

(2.29)

where EII are the electrostatic ion-ion interactions. The Car-Parrinello La-

grangian 2.29 leads to the following Newtonian equations of motion, which can

be solved simultaneously:




µψ̈i = −Ĥψi +
∑

j

Λij ψj

MIR̈I = −dEtot

dRI

,
(2.30)

where Etot = E [{ψn}, {Rm}] + EII . In this dynamical scheme, the electronic

wavefunctions follow the ions remaining close to the ground state, so that no

minimization of the electron energy is required at every MD step.

Forces on the ions

In the classical equations of motion, the forces on the ions are calculated as:

fI = −dEtot

dRI

= − d

dRI

(∑

i

〈ψi|Ĥ ({Rm}) |ψi〉
)
. (2.31)



26 Chapter 2

That is, any variation of the wave functions during the ionic motion would con-

tribute to the forces on the ions. However, if the wave functions ψi are eigenvalues

of the Hamiltonian Ĥ, i.e., if the electrons are in their ground state for the given

ionic configuration, then the theorem of Hellmann-Feynman holds [46], and we

can write:

d

dRI

(∑

i

〈ψi|Ĥ ({Rm}) |ψi〉
)

=
∑

i

〈
ψi

∣∣∣∣∣
dĤ ({Rm})

dRI

∣∣∣∣∣ψi

〉
=
∂Etot

∂RI

. (2.32)

In this way, the forces on the ions can be easily calculated at every MD step given

the ground state Kohn-Sham wave functions.

On the other hand, in the CP dynamical scheme the wave functions are only

near the Born-Oppenheimer surface, so that the calculated forces on the ions

are not exactly the physical ones. However, by accurate choice of the fictitious

electron mass µ and of the time-step for the integration algorithm, the errors are

statistically canceled out during the dynamics. The result is a microcanonical

trajectory which is for fairly long time almost coincident with the “true” Born-

Oppenheimer trajectory [61].

Failures of the classical CP scheme

In order to correctly describe with the CP approach the microcanonical evolution

of a given system, there must be no energy exchange between the ionic motion

and the fictitious wave function dynamics. For this reason, it is fundamental

that the frequency spectra of the ionic and electronic degrees of freedom do not

overlap. It can be shown [61] that the minimum frequency of the wave function

motion ωmin
e is related to the fictitious mass µ and to the energy gap of the

simulated system Egap by:

ωmin
e '

√
Egap

µ
. (2.33)

This indicates that the dynamics of systems with no or very small energy gap

(such as, e.g., metallic systems) cannot be properly described by the CP La-

grangian 2.29. Instabilities arise also from the so-called “level-crossing”, which

occurs when an empty energy level reaches, during the dynamical evolution, an
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energy value smaller than one of the occupied levels. To overcome these difficul-

ties, it is necessary to go beyond the classical CP scheme.

2.2.2 The Car-Parrinello method for metallic systems

Finite temperature DFT

To correctly perform MD simulations with metallic systems, the DFT formalism

has to be extended to the case of finite electronic temperature. In this way,

the effect of a fractionary occupation of the states across the Fermi level will be

naturally taken in account when calculating the Hellmann-Feynman forces on the

ions. The electron density at temperature T is written as:

ρ(r) =
m∑

i=1

fi ψ
∗
i (r)ψi(r) , (2.34)

where m is the number of the considered electronic states, and the occupation

numbers fi follow the Fermi-Dirac distribution:

fi(β) =
1

1 + eβ(εi−εF )
(2.35)

where εF is the Fermi energy and β = 1/(kBT ), kB being the Boltzmann constant.

The total energy functional E [ρ] is replaced by the Mermin-Hohemberg-Kohn free

energy functional [62]:

A [T ; {ψi}; {fi}] =
∑

i

fi〈ψi|T̂ + V̂ |ψi〉+ EH,xc[ρ]− TS[{fi}] , (2.36)

where the Hartree and exchange-correlation terms (depending only on the density

ρ) are put together in the functional EH,xc [ρ], and S is the electronic entropy:

S [{fi}] =
∑

i

fi ln fi + (1− fi) ln(1− fi) . (2.37)

The minimization of the free energy functional A can be performed in principle

with the same variational approach as in the case of zero temperature.
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Definition of an occupation matrix

In the CP MD scheme, it is necessary to maintain the adiabatic separation be-

tween the motion of the ions and the fictitious motion of the electrons. This prob-

lem can not be overcome within the finite temperature DFT neither by choosing

the occupation numbers as additional dynamical variables, nor by minimizing

A with respect to the fi at each MD step. Indeed, a fundamental difficulty

arises from the fact that the electron density at a finite temperature (as defined

in equation 2.34) is not invariant upon a unitary transformation of the orbitals

{ψi}. Thus, to preserve the commutativity between Hamiltonian and density op-

erator, rotational forces on the orbitals (arising from non-zero off-diagonal terms)

necessarily appear in the fictitious CP electronic dynamics. Unfortunately, the

associated rotational frequencies are very low [63], so that energy transfer occurs

between the ionic and electronic degrees of freedom.

A method to overcome this problem is to introduce, instead of occupation

numbers, an occupation matrix f of elements fij varying between 0 and 1, with

the constrain that tr f = N [64]. In this case, the free energy functional to

minimize has the form:

A [T, ; {ψi}; {fij}] =
∑

ij

fij〈ψi|Ĥ|ψj〉 − TS[{fij}] , (2.38)

with S [{fij}] = tr [f ln f + (1− f) ln(1− f)]. In this case, every unitary trans-

formation acting on ψi transform also f so that the electron density (and thus

the functional A) remains unchanged. Thus, if A is at the minimum with respect

to f , it is possible to choose a representation where both f and the Hamiltonian

are diagonal, eliminating the low frequency rotation modes from the electronic

dynamics. It can be shown that, performing a calculation with m electronic

states, if εF is the Fermi-level, the minimum frequency of the fictitious electron

dynamics is [65]:

ωmin
e '

√√√√Eartificial
gap

µ
(2.39)

with Eartificial
gap = εm+1 − (εF + αkBT ), where α is a constant of the order of

1. The artificial gap is not a physical property of the simulated system, but a
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parameter that can be arbitrarily increased by including more electronic states

in the calculation.

A dynamical scheme for the occupation matrix

The problem is thus reduced to keep the functional A near the minimum with

respect to the occupation matrix f during the dynamics. In a scheme which

in principle works, at every step of the ionic dynamics, a full self-consistent

minimization of A with respect to {fij} can be performed. However, in the spirit

of the CP approach, it is possible to introduce a dynamical scheme within the

occupation matrix formalism [65,66]

To ensure the adiabatic condition between ionic and electronic motion, the

occupation matrix is calculated at every MD step not from the true hamilto-

nian H but from an accessory matrix ξ, with the dimensions of an energy, which

dynamically follow the time evolution of H. The diagonal elements of the occupa-

tion matrix are computed from the eigenvalue of ξ according to the Fermi-Dirac

distribution:

fi =
1

eξi/T + 1
. (2.40)

A Car-Parrinello Lagrangian for the whole system can be defined as follows [66]:

L = L
(
{ψi}, {ψ̇i}, ξ, ξ̇, {RI}, {ṘI}

)
+ ∆L(t) . (2.41)

The rotationally invariant first term of the Lagrangian is:

L
(
{ψi}, {ψ̇i}, ξ, ξ̇, {RI}, {ṘI}

)
= (2.42)

∑

ij

µ fij 〈ψ̇i|ψ̇j〉 − 1

2
Q tr(ḟ ξ̇) +

∑

I

1

2
MIṘ

2
I −

∑

ij

fij 〈ψi|Ĥ|ψj〉+ TS(f) ,

whereQ is a positive mass constant. The holonomic constraints of orthonormality

and of particle conservation to take in account in deriving from L the equations

of motion are: 〈ψi|ψj〉 = δij and tr f = N . The time-dependent part ∆L(t) is

added to the Lagrangian 2.42 to eliminate from the equations of motion of the ψ

and ξ degrees of freedom any velocity-dependent force term. If we define:

Hdyn
ij = ξij − λδij , (2.43)
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where λ is the lagrangian multiplier associated to the constraint of particle con-

servation, then the equations of motion for Hdyn, ψ, and R are:

QḦdyn
ij = −(Hdyn

ij −Hij) , (2.44)

µfll ψ̈l = −fll Ĥψl +
∑

k

Λkl ψk , (2.45)

MIR̈I = −∑

l

〈
ψl

∣∣∣∣∣
dĤ

dRI

∣∣∣∣∣ψl

〉
. (2.46)

In this dynamical scheme, at the beginning of the simulation, Hdyn
0 = H0. At

every MD step, the new Hamiltonian H is computed; the Kohn-Sham orbitals are

updated according to eq. 2.45; the matrix Hdyn is updated according to eq. 2.44,

diagonalized, and with its eigenvalues the occupation numbers fll are computed

from eq. 2.40. Finally, ψ is rotated into the reference system where Hdyn and f

are diagonal.

The mass Q associated to Hdyn introduce an inertial shift between the time

evolution of Hdyn (and thus of the occupation matrix f) and the time evolution

of H. The high-frequency oscillatory motion of Hdyn maintains the free energy

functional A near around the minimum with respect to f during the dynamics.

Thus, the energetic coupling between the ionic and electronic degrees of freedom

can be avoided with an adequate choice of the mass Q and of the integration time

step.
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Nucleation of Pt clusters in

solution

In this chapter we describe the mechanism of platinum cluster nucleation upon

reduction of the K2PtCl4 salt in aqueous solution, as revealed by a series of FPMD

simulations. The term cluster nucleation is used here as a synonym of first stage

of cluster formation, no matter through which specific mechanism clusters begin

to form. In a classical nucleation mechanism, metal atoms are able to aggregate

only in the metallic, i.e. zerovalent, oxidation state. However, as we will point out

the following, several experimental findings indicate that the initial formation of

metal clusters does not necessarily involves zerovalent atoms only. For this reason,

we explore the problem of cluster nucleation without assuming the prior complete

reduction of the Pt(II) complexes to Pt(0). The main result of our simulations

is the observed formation of a Pt–Pt bond between two Pt complexes immersed

in the water medium already after a single reduction step. In light of this result,

we discuss a mechanism of cluster formation where the nucleation stage –in our

particular case, the formation of a Pt dimer– involves only partially reduced Pt

complexes. The problem of cluster growth will be addressed in chapter 4. The

results presented here have been published in reference [67].

3.1 The procedure of cluster preparation

The reduction of Pt(II) to its metallic state can be obtained through a variety

of physical and chemical methods [2]. The electron transfer process can be ini-

tiated by inorganic and organic reducing agents, via photodecomposition [68],

radiolysis [69], sonochemical reduction [70], and other techniques. In particular,

31



32 Chapter 3

a method for preparing stable colloidal dispersions of platinum particles in solu-

tion at room temperature was proposed in a classic paper by Rampino and Nord

in the 1940s [71], and is still widely employed. The preparation is quite simple:

a Pt(II) or Pt(IV) salt is dissolved in water, the solution is aged overnight and

a reducing agent is then added to the solution. This causes the precipitation of

platinum colloids according to the formal reaction:

Pt(II) + Red → Pt(0) ↓ + Prod (3.1)

where Red indicates the reducing agent and Prod other reaction products. The

kinetics of the global reaction (3.1) strongly depend on the reactants used and on

a few other reaction parameters like pH and temperature. The aging of the salt

solution for one or two days before starting the reduction allows the solvolysis of

the platinum complexes. In the case of K2PtCl4, after dissociation the PtCl4
2−

ions undergo the following hydrolysis reactions [72]:

PtCl4
2− + H2O ⇀↽ PtCl3(H2O) − + Cl − (3.2)

PtCl3(H2O) − + H2O ⇀↽ PtCl2(H2O)2 + Cl −. (3.3)

At the equilibrium, a 1 mM solution of K2PtCl4 consists of 5% PtCl4
2−, 53%

PtCl3(H2O)− and 42% PtCl2(H2O)2 [73]. The aging time necessary for reaching

the equilibrium is about one day at room temperature. The solution is then

stable for some days, after that, decomposition of the complexes starts being

noticeable [72]. The aging process has the effect of enhancing the reduction rate.

Namely, the reduction of PtCl4
2− is considerably faster when the solution has

been aged to allow the water substitution of one or two chlorine ligands, according

to the reactions (3.2) and (3.3) [69].

To prevent the agglomeration of the formed metal particles, a stabilizing poly-

mer is normally added to the reduction bath [71] (see section 1.1.2). Very efficient

stabilizers (or capping agents) are for instance polyacrilate [6] and citrate [74].

Citrate can be used at the same time as capping and reducing agent [75]. It is not

yet clear in detail whether the capping agent is directly involved in the mecha-

nism of cluster nucleation or not. If citrate is the reductant, the process of cluster
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formation could involve a metallorganic precursor, in which many metal ions are

chemically bound to the reducing agent in a polymeric structure. This mechanism

was postulated for the first time in the case of the reduction of AuCl4
− to col-

loidal gold by citrate [75]. However, the presence of a metallorganic intermediate

has been shown to be generally not necessary to promote the nucleation of clus-

ters [76]. In a “classical”, generally accepted model, the nucleation of particles

is supposed to start after a sufficient number of Pt(II) complexes are reduced to

the zerovalent state, i.e., when a critical concentration of Pt(0) atoms is reached.

In the next section, this classical mechanism is presented in more detail.

3.2 “Classical” mechanism of cluster nucleation

The mechanism of formation of colloids in solution has been the object of several

investigations since the time of Faraday [24]. However, a comprehensive theory

for the nucleation of colloidal particles from supersaturated solutions has been

formulated by LaMer only in the 1950s [77,78]. LaMer studied the precipitation

of monodispersed sulfur hydrosols by decomposition of thiosulfate in hydrochloric

acid, according to the reaction:

2 HS2O
−
3 → 2 HSO−

3 + S2. (3.4)

The model of LaMer can be seen as a particular case of the general nucleation

theory in phase-separation reactions, as happens for instance in solidification

processes. Basically, when a particle (nucleus) of the new phase is formed, the

free-energy variation associated to the formation of a nucleus is:

∆G = ∆Gv + ∆Gs (3.5)

where ∆Gv is a gain in free energy due to the formation of chemical bonds in the

new phase, and ∆Gs is a loss in free energy due to the formation of an interface

between different phases. If ηv is the free energy per unit of volume of the new

phase and γ is the surface tension of the interface, for a spherical nucleus of radius
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G∆

rc r

Figure 3.1: Qualitative curve of the variation in free energy vs. particle size for

a growing particle according to the “classical” nucleation model.

r the energetic balance can be rewritten as:

∆G = −4

3
πr3 ηv + 4πr2 γ. (3.6)

The curve of ∆G vs. particle size is represented qualitatively in figure 3.1. The

curve presents a maximum at the value rc of the particle radius, which is called

critical radius, and is defined by the condition (∂∆G/∂r) = 0 at r = rc. Equation

3.6 can be rewritten in terms of rc as follows:

∆G = 4πγ

(
r2 − 2r3

3rc

)
. (3.7)

According to this model, the formation of particles from supersaturated solutions

begins with an energetically unfavoured nucleation stage –driven essentially by

thermal fluctuations– where by random aggregation of atomic or molecular units

a nucleus with critical radius (a critical nucleus) is formed. The nucleation stage

is followed by a growth stage, where the size of the particle spontaneously in-

creases in a diffusion-limited process. Thus, in the case of sulfur hydrosols, after

the reaction (3.4) is initiated, the formation of stable particles starts after an in-

duction period, when a critical concentration of S2 in solution is reached. At the
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critical concentration, the formation of critical nuclei becomes possible, and the

particle growth proceeds by spontaneous aggregation of S2 units to the formed

nuclei.

3.2.1 The case of metal clusters

As already mentioned previously, this classical mechanism of nucleation has been

thought to take place also in the case of metal clusters after reduction of metal

salts in solution. According to this model, in the case of bivalent platinum salts

such as K2PtCl4, first Pt(II) complexes are reduced to Pt(0) in a redox reaction:

Pt(II) + 2e → Pt(0), (3.8)

then the atoms aggregate to metallic particles if a critical concentration is reached:

N Pt(0) −→ Pt(0)N. (3.9)

It should be noted that no evidence of the isolated Pt(0) atoms has ever been

given. Their presence is generally inferred from the kinetics of the whole reduction

process, which presents in many cases a lag phase. This has been associated with

the initial formation of the critical nuclei [76]. However, other investigations [75]

have been shown that the appearance of a lag phase in the kinetic curve is due

to the slow redox process between reducing agent and isolated metal complexes.

In radiation-induced reduction processes, after irradiation of the metal salt solu-

tion with γ-ray, radicals and solvated electrons are produced, which immediately

cause the reduction of the metal complexes. In this case, the whole reduction pro-

cess does not include any induction period, and the formation of colloids follows

immediately after irradiation [74].

In addition, as indicated in several investigations (see, e.g., Ref. [69]) and fi-

nally demonstrated by Watzky and Finke in 1997 [79], the formation of transition

metal clusters (such as, e.g., Ir, Rh, Pt) is an autocatalytic process. This means,

once a small nucleus is formed the development of the cluster proceeds through a

surface-growth mechanism [79], where the addition/reduction of new metal com-

plexes is catalyzed by the growing cluster. The growth is thus limited by the
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rate of incorporation of new atoms into the growing cluster, and not by diffusion,

as in the model proposed by LaMer. However, also the kinetic model proposed

by Watzky and Finke in Ref. [79] includes a nucleation stage where completely

reduced atoms react to form a critical nucleus. On the other hand, there are many

experimental evidences that the initial formation of a small metal cluster upon

reduction of metal salts does not necessarily involve completely reduced atoms

only. In the next section, we report a series of experimental findings which will

allow us to hypothesize that metal–metal bonds can form between complexes in

reduction baths prior to the complete reduction to the zerovalent state.

3.2.2 Failures of the classical nucleation model

The radiation-induced nucleation of metal clusters has been investigated at the

atomic scale by ultrafast spectroscopic techniques in the case of silver and other

monovalent ions [10]. After radiolytic reduction of Ag+, Ag(0) atoms have been

observed to react with monovalent Ag+ ions to form Ag2
+ dimers [10]. Successive

coalescence and reduction steps finally lead to colloidal particles. Interestingly,

both the formation of the first metal–metal bonds and the addition of ions to

a growing cluster takes place before the complete reduction of the ions to the

metallic state. Complete reduction happens only later, and involves the whole

cluster during the growth process [10].

The specific mechanism through which platinum colloids nucleate and start

growing is still unclear. This is due to the great complexity of the reduction

reaction in the case of plurivalent ions such as Pt(II) or Pt(IV). As pointed out

in the previous section, platinum colloids are produced via a chain reaction in

which the first formed clusters catalyze the further reduction of the metal com-

plexes still present in solution [69]. The autocatalytic process starts at the very

beginning of the reaction, when only very few complexes are reduced. In this

case, one does not have to wait the induction time necessary to reach a critical

concentration of zerovalent atoms, as in the standard nucleation mechanism. In

a recent, accurate experimental analysis of the reduction kinetics of PtCl4
2− with
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hydrogen, monovalent platinum has been postulated to be the first reaction inter-

mediate [74]. In the same work, the appearance of free Pt(0) atom intermediates

has been excluded on the basis of simple thermodynamic considerations [74].

In addition, clusters composed of few metal atoms, sometimes in oxidation

states higher than zero, have been produced with methods that differ from the

standard preparation of colloids only by the presence of ligand molecules like

carbonyls or phosphines in the solution. An intriguing example is the produc-

tion of Pt(I) dimers in a concentrated HCl solution by reduction of K2PtCl4 with

CO [22], either due to a reaction between partially reduced Pt(I) complexes or to a

comproportionation between unreduced Pt(II) and reduced Pt(0) complexes [80].

We note that this is a direct evidence that the formation of metal–metal bonds

between platinum complexes in reduction baths does not necessarily involve ze-

rovalent atoms only. This suggest that dimerization may happen in the first step

of cluster growth before both metal atoms are reduced to Pt(0), similar to the

case of Ag. This possibility is taken in account in the first principles simulations

of cluster nucleation presented in the next section.

3.3 FPMD simulations of Pt cluster nucleation

Because of the failures of the classical nucleation model in the case of platinum

clusters, we look for a mechanism of Pt–Pt bond formation upon reduction of

Pt(II) complexes in solution, without assuming the prior complete reduction of

both Pt atoms to their zerovalent state.

3.3.1 Technical details and test calculations

Our electronic and structural optimizations, as well as the FPMD simulations

are performed using the Car-Parrinello method [40] in the framework of the spin-

polarized density functional theory [43]. The theoretical framework of this tech-

nique has been described in chapter 2.

The pseudopotentials used to describe the electron-nuclei interactions have

been constructed with the program “fhi98PP” following the scheme of Ref. [81].
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In particular, the Pt pseudopotential is generated for the neutral atom considering

18 valence electrons in the configuration 5s2 5p6 5d9.95 6s0.05, the core radius for

all three components is 1.60 a.u. and the p component is taken to be local [56].

The accuracy of this pseudopotential is tested for the PtCl 2−
4 ion and the bare Pt

dimer. The computed Pt–Cl bond length in PtCl 2−
4 is 2.35 Å, which compares

well with the experimental value of 2.34 Å [82] and with the value 2.35 Å of a

previous calculation [83] based on similar techniques. The electronic configuration

of minimal energy for the bare neutral platinum dimer is found to be a triplet,

whereas the singlet energy level is found 0.5 eV higher. The Pt–Pt bond length

in the dimer is 2.38 Å, to be compared with other DFT values 2.39 Å [84] and

2.40 Å [85]. This is in reasonable agreement with the experimental value 2.45 Å

measured by STM techniques on a graphite support [86]. Our computed binding

energy for the dimer is 3.34 eV, which should be compared with the theoretical

values 2.44 eV [84] and 3.30 eV [85]. There is little agreement between the

reported experimental values, which lie in a range between 2.80 and 3.71 eV [86].

In the FPMD simulations, the mass of hydrogen is increased to 2.0 a.m.u.,

the fictitious electronic mass in the CP method is set to 1100 a.u. and a time

step of 6.0 a.u. (about 0.145 fs) is used. These parameters are adequate for CP

dynamical simulations of aqueous systems [87]. When necessary, control of the

temperature is achieved by a Nose-Hoover thermostat [88] or simply by scaling

the atomic velocities.

3.3.2 Preliminary considerations

The results of the investigations are presented throughout the section following

the steps which lead to the formation of platinum dimers upon reduction of Pt(II)

complexes. Among the Pt(II) salts, we assume as starting point in the FPMD

simulations the widely used K2PtCl4, which in solution is first dissociated and

then hydrolized according to the reactions (3.2) and (3.3). Metal clusters are

then obtained by exposing the solvolysis products to a reducing agent. Given

the variety of agents used to obtain colloidal platinum from platinum salts, no
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attempt has been made to model any particular reduction process. In other

words, we do not attempt to investigate here the electron transfer mechanism

from a specific reducing agent to a Pt(II) complex. The reducing electron is added

each time into the simulation cell containing one or more Pt complexes, assuming

that a good model for the system immediately after reduction can be obtained this

way after electronic optimization and MD equilibration. This “vertical addition”

of an electron to the system followed by ionic motion in the presence of an extra

charge may be linked to what happens in radiolytic reduction processes [10,69,70].

Here the electrons produced by γ-ray irradiation of the platinum salt solution can

be thought to fall into the LUMO states of the metal complexes present in the

solution. More generally, we can address this way all those processes where the

reducing agent has only the instrumental role of electron donor, beside which

its exact character is little relevant to the subsequent evolution of the reduced

fragment. It would seem reasonable to assume that this is the case in many

reduction processes involving Pt complexes. We note that in the experiments the

final reduction product of a platinum salt is essentially always an ensemble of

metal crystallites with diameters ranging between two and three nanometers, in

spite of the great number of possible reducing agents. Different size distributions

of the metal particles in the colloidal suspension are only due to more or less

marked aggregation of the crystallites (Pt clusters bigger than 3 nm are rarely

single crystals [89]). Modifications of the colloid morphology are mainly due

to different concentrations and types of protective agents [6] and again do not

depend on the reducing agent used. Finally, since the presence of a stabilizer is

not directly necessary for the reduction (while it helps to control the size and

shape of the metal particles [6]) stabilizers are also not directly addressed in

this study. Our FPMD simulations are performed on systems which include Pt

complexes only, and contain from the beginning the number of electrons which is

appropriate to the desired reduction state.
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3.3.3 Solvolysis products of K2PtCl4 in water solution

A solution of K2PtCl4 at the equilibrium (see section 3.1) contains PtCl4
2−,

PtCl3(H2O)−, and PtCl2(H2O)2 complexes (figure 3.2). We calculated the relaxed

geometries and the electronic structure of the three Pt(II) complexes in the gas

phase, using a repeated cubic supercell with edge length of 20 Å. The optimized

bond lengths and angles of the molecules and the Kohn-Sham eigenvalues are

reported in table 3.1 and in the scheme of figure 3.3, respectively.

The vertical electronic affinities (VEA) of the three complexes are computed

as the change in total energy upon addition of one electron to the system, at fixed

atomic positions. We note that because of the periodic boundary conditions used,

the total energies of charged systems must be evaluated including appropriate

Figure 3.2: The solvolysis products of K2PtCl4 considered in the ab initio calcu-

lations: PtCl4
2− (left); PtCl3(H2O)− (middle); and PtCl2(H2O)2 (right).

PtCl4
2− PtCl3(H2O)− PtCl2(H2O)2

Pt–Cl 2.35 2.32, 2.27 2.27

Pt–O 2.10 2.13

Cl–Pt–Cl 90.0 ◦ 94.7 ◦ 99.0 ◦

Cl–Pt–O 85.3 ◦ 80.8 ◦

O–Pt–O 99.5 ◦

Table 3.1: Optimized bond lenghts (Å) and angles (deg) of the solvolysis products

of K2PtCl4.
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Figure 3.3: Kohn-Sham energy levels (eV) of the solvolysis products of K2PtCl4

near the HOMO-LUMO gap. The local spin density of the open-shell reduced

complex PtCl2(H2O)2
− is also shown.

corrective terms [59, 60]. We do not take into account the contribution to the

electron affinity given by the variation of zero point vibration energy upon the

reduction, since these zero point corrections are generally smaller than the sys-

tematic errors due to other approximations (e.g., the use of pseudopotentials).

Our computed electron affinities (EA) for the Cl and O atoms are 3.6 eV and

1.6 eV (expt. 3.6 eV and 1.5 eV, [90] respectively). For the relaxed Pt2 dimer

we obtain an EA of 1.7 eV (expt. 1.9 eV [90]). Of the three Pt(II) complexes,

only the neutral complex PtCl2(H2O)2 binds an extra electron, giving a positive

calculated VEA of 0.7 eV. The reducing electron remains instead delocalized over

the whole simulation cell in the case of the negatively charged complexes PtCl4
2−

and PtCl3(H2O)−.1

1The electron added to investigate a possible reduction state remains delocalized also if
the space surrounding PtCl4 2− or PtCl3(H2O)− is filled with water molecules, to model the
solution environment.
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3.3.4 Reduction of PtCl2(H2O)2

We now turn to the study of PtCl2(H2O)2 upon addition of one electron. First

we minimize the electronic structure at fixed atoms. The calculated energy levels

for both spin manifolds with respect to the position of the HOMO-1 state are

represented in figure 3.3 (right). The atoms are then allowed to move. We report

in figure 3.4A the evolution of the particle density associated with the singly

occupied orbital during the dynamics. This is obtained as the difference %↑ − %↓

of the electron densities %↑, %↓ associated to the “up” and “down” spin mani-

folds. At the beginning of the run the additional electron falls as expected into

the dx2−y2 LUMO orbital of the neutral square planar PtCl2(H2O)2. However,

within ∼100 fs, the two water ligands dissociate from the complex. At this point,

the Cl–Pt–Cl angle starts increasing from the initial value of about 100◦. Within

∼ 0.2 ps the angle reaches 180◦ and a linear PtCl2
− complex is formed, which

is then stable in the time scale of the simulation. After quenching the atomic

motion, the Pt–Cl distance is 2.25 Å, i.e., only 0.02 Å smaller than the initial

value in the PtCl2(H2O)2 complex. In PtCl2
−, the Pt atom has the exotic d9

electron configuration, and a d10 Pt(0) complex is readily obtained when the re-

duction is completed by adding one more electron. The PtCl2
2− complex is also

linear, with a Pt–Cl bond length increased to 2.32 Å. The five highest occupied

molecular orbitals of this complex are shown in figure 3.4B. The πg symmetry

of the degenerate HOMOs corresponds to that of the singly occupied orbital of

PtCl2
− (cf. figure 3.4A). A σg orbital derived from the atomic 5dz2 corresponds

to an energy level located ∼ 0.5 eV below the HOMO level. As an independent

check of these results the electronic structure of PtCl2
2− was computed again

using a Gaussian basis set [91] and without imposing periodic boundary condi-

tions.2 The calculation led to the same sequence in the orbital symmetries shown

in figure 3.4B. Finally, the linear PtCl2
2− complex was obtained also as the final

2We used a SDD valence triple zeta basis set [92] together with the corresponding
Stuttgart/Dresden pseudopotential for the description of core electrons for the Pt atoms, and
a D95 Dunning/Huzinaga valence double-zeta basis set [93] for the remaining atoms. The
BPW91 exchange-correlation functional [94] was used.
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Figure 3.4: (A),(a–c) Evolution of PtCl2(H2O)2 upon addition of one reducing

electron (gas-phase reaction). The particle density associated with the unpaired

electron is depicted as iso-value surface at 0.002 au. (B) Five highest occupied

molecular orbitals of PtCl2
2− (iso-density surfaces at 0.003 au). Top rank: the

two πg degenerate HOMOs. Middle rank: the two degenerate δg orbitals (their

energy level is located ∼0.3 eV below the HOMO level). Bottom rank: σg orbital

(energy level located ∼0.5 eV below the HOMO level). (C) Final configuration

of a FPMD simulation of the reduction of PtCl2(H2O)2 in a cell filled with water

molecule to model the solution environment. After a single reduction step, a linear

PtCl2
− molecule is obtained, which is further reduced to PtCl2

2− in a second

reduction step. Note that after the reduction process both chlorine ligands are

still bound to the Pt atom.
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configuration of a separate FPMD run in which the two extra electrons are added

to the PtCl2(H2O)2 at the same time at the beginning of the simulation.

In order to investigate the effect of the solution environment on the reduction

process, we fill the empty space surrounding the Pt complex with water molecules

at bulk water density. The simulated system contains a PtCl2(H2O)2 complex

and 46 water molecules in a repeated cubic cell of edge 12 Å. The system is

first equilibrated for 0.5 ps in a constant temperature (CT) simulation at 300

K, then the reduction is promoted by adding one electron to the system. After

minimization of the electronic structure at fixed ionic positions, the dynamics at

300 K is continued. The same pattern of events observed in the gas phase simu-

lation is obtained here in solution, although the rearrangement of the complex is

slowed down by the steric hindrance of the surrounding water solution. Namely,

the square-planar symmetry of the complex is soon broken by the successive loss

of the two water ligands. Once more, the chlorine atoms move off the initial

cis geometry, and in less than 2 ps of simulated time a linear PtCl2
− complex

is obtained, which remains stable in the time scale of the simulation. Further

reduction from this point leads to the PtCl2
2− complex. Also in this case the

complex remains stable, no hydrolysis occurring in 2.5 ps of simulated time. The

final configuration of the system after quenching of the atomic motion is shown

in figure 3.4C.

3.3.5 Formation of a platinum dimer in water

With the aim of investigating the formation of a Pt–Pt bond upon reduction

of platinum salt in solution, we perform MD simulations on a system of two

Pt(II) complexes and 36 water molecules contained in a repeated cubic cell of

edge 12 Å (figure 3.5 a). The system is first annealed at 300 K for 1.25 ps, after

which the Pt–Pt distance is ∼7 Å, then one electron is added and the dynamics

is continued. The analysis of the electron density reveals that the additional

electron immediately localizes in the LUMO state of one of the two square-planar

complexes, which is thus reduced to contain a Pt(I) atom. Once more, in less
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(c) (d)

(b)(a)

Figure 3.5: Snapshots from a FPMD simulations showing the formation of a Pt

dimer from two Pt(II) complexes: (a) two Pt(II) complexes surrounded by 36

water molecules after annealing at 300 K for 1.25 ps. At this point (t= 0) a first

reducing electron is added to the system; (b) the formation of a linear PtCl2
−

complex upon reduction is completed (t= 2.2 ps). Soon after, a Pt–Pt bond forms

between the complexes; (c) optimized geometry of the Pt(I)–Pt(II) dimer after

annealing and quenching (t = 3.5 ps). At this point, a second reducing electron

is added to the system, which is annealed at 300 K for 2 ps; (d) final geometry

of the Pt(I) dimer after ionic relaxation.
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than 2 ps of further simulation time a linear PtCl2
− develops from this reduced

complex after the loss of both water ligands (figure 3.5 b). Remarkably, letting the

system evolve after this stage we observe the formation of a Pt–Pt bond between

the linear Pt(I) complex and the square-planar Pt(II) complex left intact by the

reduction (figure 3.5 c). The Pt(I)–Pt(II) dimer remains then stable for 2 ps more,

after which the simulation is stopped. After quenching of the atomic motion, the

equilibrium Pt–Pt distance is found to be 2.9 Å. During the dimer formation,

the water molecules rearrange so that some empty space is present in the cell at

the end of the simulation. This happens because the excluded volume defined

by the final Pt2 complex is significantly smaller than that associated to the two

isolated square-planar complexes. To ensure that the observed reaction is not

dependent on the lack of water, we performed a novel simulation introducing ten

more water molecules in the system, therefore consisting of 46 water molecules,

a PtCl2(H2O)2 complex and a linear PtCl2
− complex. The Pt atom of the linear

Pt(I) complex was placed on the z axes of the square planar Pt(II) complex,

with its two Cl− ligands on top positions with respect to a Cl− ligand and an

H2O ligand of the square planar complex. The initial distance between the Pt

atoms of the two complexes was set to 4.8 Å. The simulation led as before to

the formation of a bond between the platinum atoms. To investigate if the

observed bond formation process is affected by the initial value of the twist angle

between the two complexes, we performed two more FPMD simulations of a

system containing a Pt(I) complex, a Pt(II) complex and 37 randomly placed

water molecules, setting the initial Pt–Pt distance to 4.0 Å. In these simulations,

the initial torsion angle defined by the two Pt atoms and two Cl− ligands (one

per Pt atom) was varied by +45 ◦ and −45 ◦ with respect to the value used for

the 46 water molecule system in the previous simulation. Both simulations led,

as before, to the formation of a Pt–Pt bond of equilibrium length 2.9 Å .

Finally, we add a second reducing electron to the annealed configuration of

the Pt(I)–Pt(II) dimer surrounded by 36 water molecules, and start a FPMD-CT

simulation at 300 K from this point. In this case a chlorine ligand is immediately

lost, and the structure of the dimer gradually changes so that after about 1.5 ps
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the Pt–Pt bond is in the same plane of the bonds with the other ligands for both

Pt atoms (figure 3.5 d). The angle between the two ligand planes is ∼75 ◦. The

final geometry resembles very closely that of the [Pt2Cl4(CO)2]
2− ion, as obtained

by reduction of K2PtCl4 with CO [22,95]. The Pt–Pt equilibrium distance is 2.6

Å, which is a typical value for Pt(I) dimers [80].

3.3.6 Characterization of the Pt–Pt bond

To understand the mechanism of bond formation leading to the Pt(I)–Pt(II)

dimer, we perform a series of electronic structure minimizations on frozen gas-

phase atomic geometries. Our purpose is to isolate the evolution of the parti-

cle density associated to the unpaired electron during the bond formation (fig-

ure 3.6 a–d). The geometry of the two Pt complexes is extracted from the system

shown in figure 3.5 b, and the Pt–Pt distance is varied moving the complexes by

successive rigid translations. When the PtCl2
− molecule is far from PtCl2(H2O)2

(figure 3.6 a), the isolated electron occupies the πg orbital, as expected (cf fig-

ure 3.4A). When the Pt–Pt distance is reduced to about 4 Å, the σg energy level

(b) (c) (d)
(a)

Figure 3.6: Evolution of the particle density associated to the unpaired elec-

tron during the formation of a Pt–Pt bond between a Pt(II) complex and a Pt(I)

complex (iso-density surfaces at 0.002 au); (a–c) results from the electronic struc-

ture optimization for three fixed gas phase geometries. The Pt–Pt distances are

5.4 Å (a), 4.0 Å (b) and 3.3 Å (c); (d) fully optimized geometry of the Pt(I)–Pt(II)

dimer with the antibonding half-filled HOMO state. The equilibrium Pt–Pt dis-

tance is 2.87 Å.
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Plane-wave basis set Gaussian basis set

Atom x (Å) y (Å) z (Å) x (Å) y (Å) z (Å)

Pt(1) 3.741 1.997 1.938 3.907 2.081 2.138

Pt(2) 0.868 1.993 1.936 0.975 2.086 2.143

Cl(3) 4.121 3.636 3.486 4.360 3.354 4.092

Cl(4) 3.871 0.374 0.257 4.075 0.838 0.027

Cl(5) 0.424 3.118 3.859 0.463 3.205 4.168

Cl(6) 0.000 0.000 2.619 0.000 0.000 2.764

O(7) 1.032 1.005 0.082 1.157 1.156 0.251

O(8) 1.566 3.884 1.227 1.787 3.957 1.495

H(9) 1.490 4.391 2.080 1.665 4.578 2.262

H(10) 2.566 3.580 1.248 2.821 3.603 1.499

H(11) 2.033 0.758 0.000 2.147 1.027 0.000

H(12) 0.602 0.150 0.345 0.700 0.283 0.340

Table 3.2: Final geometry of the Pt(I)–Pt(II) dimer obtained in the simulations

after adding one electron to a system containing two PtCl2(H2O)2 complexes. The

two coordinate sets are the result of two structural relaxations using a plane-wave

basis set and a Gaussian basis set.

(cf figure 3.4B) becomes higher than the πg one, and is thus the one occupied

by the unpaired electron (figure 3.6 b). At this point we observe hybridization

between the σg orbital and the occupied dz2 state of PtCl2(H2O)2 (figure 3.6 b,c),

indicating the formation of a bond. The fully relaxed structure of the Pt(I)–Pt(II)

dimer with the antibonding half-filled HOMO state is shown in figure 3.6 d, and

the atomic coordinates are reported in table 3.2. In the gas-phase, the Pt–Pt

equilibrium distance is 2.87 Å. The analysis of the electron density of the formed

dimer in the equilibrium structure reveals the existence of a bond critical point

between the Pt atoms (figure 3.7), as should be the case if a Pt–Pt chemical bond

is present. Our computed binding energy for the Pt(I)–Pt(II) dimer system is

1.52 eV, obtained as the difference between the total energy of the dimer system

in the gas phase and the sum of the energies of the two isolated complexes.3

3The computed total energies of charged systems must be corrected for the spurious elec-
trostatic interactions induced by the periodic boundary conditions adopted in the plane-wave
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Figure 3.7: Contour plot of the electron density % of the Pt(I)–Pt(II) dimer

[PtCl2(H2O)2][PtCl2
−] in the plane containing the two Pt atoms and one Cl−

ligand of the Pt(I) unit (right-bottom in the plot). The outer contour is at

% = 0.0030 au. The small cross indicates the (3,−1) bond critical point (% =

0.0054 au) between the Pt atoms. On the right side, the hydrogen bond between

a Cl− ligand of the Pt(I) unit and a water ligand of the Pt(II) unit is visible.

A further optimization of the Pt(I)–Pt(II) dimer structure was performed as

an additional check, using a Gaussian basis set and without imposing periodic

boundary conditions [91–94]. The system remained in the dimer geometry of

figure 3.6 d, with the slightly higher Pt–Pt distance of 2.93 Å. The coordinate

set of the structure after this additional optimization is reported in table 3.2.

The 3N−6 non-zero eigenvalues of the Hessian matrix associated to the final op-

timized geometry are all positive, implying that this structure corresponds to a

potential energy minimum.

To further characterize the structure, we analyze the motion of the Pt(I)–

Pt(II) and the Pt(I)–Pt(I) dimers during 3 ps of unconstrained dynamical simu-

formalism. A simple way to compute the correction terms up to order O(L−4) in the case of
cubic supercells of edge-length L is reported in refs. [59] and [60]. We note that in solution the
computed total energy values depend strongly on the instantaneous configuration of the water
molecules surrounding the complex, so that computing a reliable binding energy in the water
environment would be a much more difficult task.
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lation in the gas phase. In both cases, the initial Pt–Pt distance is 0.1 Å bigger

than its equilibrium value. As expected, the systems oscillate freely around their

minimum energy configuration. In particular, for each dimer, a good approxima-

tion of the bond vibrational frequency can be readily obtained from the observed

oscillations of the Pt–Pt distance. For the Pt(I) dimer, the resulting Pt–Pt os-

cillation frequency is 176 cm−1, i.e. a value close to the value 170 cm−1 assigned

to the Pt–Pt stretching mode of the [Pt2Cl4(CO)2]
2− ion [22]. In the case of the

Pt(I)–Pt(II) dimer, the estimated Pt–Pt stretching frequency is 106 cm−1. This

value is intermediate between the 176 cm−1 value we obtain for the Pt(I)–Pt(I)

dimer and the 81 cm−1 frequency of the Pt–Pt stretching mode of the Magnus’

green salt [Pt(NH3)4][PtCl4] [96], where two square planar units formally con-

taining a Pt(II) atom are linked along the z axes by a weak Pt–Pt interaction.

We interpret this result as an indication that the Pt–Pt bond in the Pt(I)–Pt(II)

dimer considered in this work is stronger than the typical bonding of Pt(II)·Pt(II)

complexes.

To further investigate the Pt–Pt bond, we use the “Theory of Atoms in

Molecules” originally introduced by Bader [97]. According to this theory, in-

formation about the chemical bonds in a molecule can be extracted from the

topological analysis of the Laplacian L = ∇2% of the (positive) electron density

%. In transition metal complexes, the outer shell of the metal atom core presents

zones of electron density depletion and accumulation, revealed by maxima and

minima of L, respectively. These density distortions arise from the formation of

bonds in the complex and reflect the geometrical disposition of the ligands [98].

We compute L for the Pt(I)–Pt(II) dimer, for the Pt(I)–Pt(I) dimer and, as ref-

erence, for the [Pt2Cl4(CO)2]
2− dimer. The iso-value surfaces of L at the value

of 0.03 au, representative of depletion regions, are presented in figure 3.8. In the

case of the Pt(I) dimers two maxima of L are located along the Pt–Pt axes and

the other maxima points toward the Cl−, CO and H2O ligands (figure 3.8 b,c),

as expected [98]. In the case of the Pt(I)–Pt(II) dimer, the Laplacian presents

a single maximum in the region between the Pt atoms, located close to the lin-

ear Pt(I) unit (figure 3.8 a), indicating a weaker chemical bond between the two
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(a) (b) (c)

Figure 3.8: Iso-value surfaces of the Laplacian of the electron density L =

∇2% at L = 0.03 au for three platinum dimers: (a) The Pt(I)–Pt(II) dimer

[PtCl2(H2O)2][PtCl2
−] obtained in the simulations after adding one electron

to a system containing two PtCl2(H2O)2 complexes; (b) the Pt(I)–Pt(I) dimer

Pt2Cl3(H2O)2
− obtained after the addition of a second electron; (c) the Pt(I)–

Pt(I) dimer [Pt2Cl4(CO)2]
2− (experimentally isolated in Ref. [22]). One maxi-

mum of L between the Pt atoms in the Pt(I)–Pt(II) dimer (a) and two maxima

between the Pt atoms in the Pt(I)–Pt(I) dimers (b,c) are evident, indicating that

the metal–metal bond formed after the first reduction step is strengthened after

the addition of a second reducing electron.

metal atoms.

To summarize, a stable Pt(I)–Pt(II) dimer is obtained in the calculations. The

topological analysis of the charge density (figures 3.7 and 3.8), and the results

concerning the bond distance, energy and stretching motion clearly indicate that

a Pt–Pt bond forms between the two Pt complexes already after a single reduction

step. The Pt–Pt interaction is then strengthened when an additional electron is

acquired by the dimer during the second reduction step.

3.4 Discussion of a novel nucleation mechanism

The electroless growth of platinum clusters in solution is a nucleation-dominated,

[79, 89] autocatalytic [69, 74, 79] process. The nucleation of platinum particles

is generally believed to follow a two-step mechanism: i) reduction of Pt(II) to
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isolated Pt(0) atoms and ii) subsequent aggregation of the zerovalent atoms to

form metal clusters. This corresponds to the “classical” mechanism of nucle-

ation described in section 3.2. However, as we pointed out in section 3.2.2, there

are experimental observations that cannot be explained by this nucleation model

alone, like e.g. the possibility of producing dimers which present higher oxidation

states [22]. In addition, the presence of Pt(0) atoms as reaction intermediates

in the reduction of PtCl4
2− with hydrogen leading to colloidal Pt particles has

been recently ruled out [74]. In the series of FPMD simulations presented in the

previous section, we observe the formation of a Pt–Pt bond after the reduction

from Pt(II) to Pt(I) of a single Pt complex. By addition of a second electron,

a Pt(I) dimer is obtained, which closely resembles the Pt dimer experimentally

obtained upon reduction of K2PtCl4 with CO in HCl solution [22]. These results

are obtained both in gas phase and in solution, starting from different initial con-

ditions (varying e.g. the relative position of the two complexes and the number

and arrangement of the water molecules separating them). Within the predictive

power of the DFT-GGA functional used, this is a sufficient condition to establish

the existence of a novel reaction path to dimer formation in which, surprisingly,

only one reducing electron is needed to initiate cluster formation, whereas four

would be needed in the standard mechanism. The microscopic mechanism pro-

vided by our simulations suggests a simple and consistent picture within which

the existing experimental evidence can be interpreted. In the following, we discuss

the essential features of the complete nucleation process which in the standard

experimental procedures leads to the formation of colloidal nanoparticles, taking

in account the possibility of forming metal–metal bonds already after the first

reduction step.

3.4.1 Role of the hydrolysis in the reduction process

It is known that the reduction of PtCl4
2− is faster when the solution has been aged

to allow the water substitution of one or two chlorine ligands, according to the

reactions (3.2) and (3.3) of section 3.1 [69]. Thus, hydrolysis facilitates in some
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way the electron transfer from the reducing agent to the metal complexes. The

investigation of the electron transfer mechanism is beyond our scopes. Consistent

with the experimental observations, we may assume that electrons are transferred

to the Pt(II) metal complexes only after hydrolysis. Our gas phase electronic

structure calculations support this assumption, giving a positive VEA only for

the hydrolyzed diaqua-complex PtCl2(H2O)2.

3.4.2 Reduction of a Pt(II) complex to the monovalent

and zerovalent state

In all our simulations, both in the gas phase and in water solution, the addition

of one electron to PtCl2(H2O)2 leads to a well characterized linear Pt(I) complex

PtCl2
−. The PtCl2

2− complex, where the Pt(0) atom is in the d10 electronic

configuration, is obtained both by adding one further electron to PtCl2
− and by

adding two electrons to PtCl2(H2O)2 at one time.

We note that many examples exist of twofold-coordinated linear complexes

of transition metal atoms in the d10 electronic configuration, e.g. Hg(CN)2,

Au(NH3)2
+ and AgCl2

− [73]. In addition, whereas, to our knowledge, no exam-

ples of complexes containing one Pt(I) atom have been reported, linear Pt(0)L2

complexes, where L is generally a phosphine, are known [99]. Phosphines are able

to stabilize Pt(0) atoms through the overlap of their lone pair with the empty 6s

Pt orbital, whose associated energy level raises relative to the 5d level if the atom

is complexed [100]. Chlorine ligands, however, are not really effective in stabiliz-

ing atoms of late transition elements in low oxidation states, so that the PtCl2
2−

complexes cannot presumably survive for a long time in the solution. This may

explain why they have not been reported experimentally as stable species. If

H2O and Cl− are the only available ligands (e.g., in the present case of a K2PtCl4

solution), Pt(0) has been experimentally reported only in the form of metal par-

ticles. The Pt(I) and Pt(0) dichloro-complexes PtCl2
− and PtCl2

2− should be

thus thought as metastable reaction intermediates. Interestingly, during the sim-

ulations it was always the water ligands and never the chlorine ones which were
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observed to dissociate upon reduction of the PtCl2(H2O)2 complex. After this,

the dichloro complexes remained stable for all the time of the MD simulations and

no water substitution was observed. These results indicate that the Pt atom in

the d9 and in the d10 electronic configuration is better stabilized by chlorine than

by water.4 We note that this does not exclude the possibility of water/chlorine

exchanges, which are certainly possible in the experimental time scale, inaccessi-

ble to our simulations. Indeed, the linear dichloro-complex AgCl2
−, very similar

to PtCl2
2−, is known to undergo partial hydrolysis [101]. However, it is a reason-

able assumption that, for a fairly long time since the beginning of the reduction,

negatively charged Pt(I) and Pt(0) linear dichloro-complexes are present in the

solution.

3.4.3 Formation of the first Pt–Pt bonds

After some of the Pt(II) complexes are reduced to Pt(I), the nucleation of clusters

may take place by various mechanisms, namely (i) further reduction to Pt(0)

and formation of bonds with other zerovalent atoms; (ii) formation of bonds

with other Pt(I) complexes and (iii) formation of bonds with Pt(II) complexes.

The first mechanism corresponds to the classical nucleation model, while the

second is reminiscent of a reaction mechanism which has been proposed to explain

the formation of Pt(I) dimers after reduction of platinum salts in solution [80].

The third mechanism is the one suggested by the results of our simulations. In

the case of K2PtCl4 we expect both the first and the second mechanisms to be

limited by a further hydrolysis of the reduced complexes. Hydrolysis is necessary

since reactions between negatively charged complexes would otherwise have to

occur which are presumably hindered by long-range repulsive electrostatic forces.

As discussed in the former section, the hydrolysis of PtCl2
− or PtCl2

2− never

occurred in the simulations, so that these processes are likely to be associated to

non-negligible energy barriers. As a consequence, both the first and the second

mechanisms imply an activation energy for the nucleation of the cluster.

4Similarly, an adsorbed layer of chlorine ligands is always present on the surface of colloidal
Pt(0) metal particles [2].
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On the other hand, the reaction between PtCl2
− and PtCl2(H2O)2 occurs

spontaneously within a few ps in our room temperature simulations. This indi-

cates that when a reducing agent is added to an aged solution of K2PtCl4, and

as soon as a Pt(II) complex is reduced to Pt(I), there is a reaction path leading

to a Pt–Pt bond which does not require an appreciable activation energy and

does not imply bonding of negatively charged complexes. This reaction may thus

play an important role in the formation of Pt dimers, and more generally in the

nucleation of Pt colloidal particles.

3.4.4 Formation of a Pt(I) dimer

In our simulations, after a bond between a Pt(II) complex and a Pt(I) complex

is formed, the addition of a further electron leads to a Pt(I) dimer after the

loss of a chlorine ligand. Some indirect evidence of the existence of a Pt(I)

dimer intermediate in the reduction of a K2PtCl4 solution is related to one of

the first isolated monovalent platinum dimers [22], the [Pt2Cl4(CO)2]
2− ion. This

complex, structurally very similar to the Pt(I) dimer obtained in our simulations,

can be produced with a method which closely resembles the standard colloid

preparation, when a suspension of the K2PtCl4 salt in concentrated hydrochloric

acid solution is stirred with carbon monoxide at atmospheric pressure [22]. The

main difference between this procedure and the standard preparation of colloids

lies in the high concentration of Cl− ions and in the presence of CO (the latter

being both a reducing agent and a stabilizing ligand for platinum). Under these

conditions, further reduction and growth accompanied by loss of the ligands is

simply not possible, because of the strong metal–CO interaction and of the high

concentration of Cl− ions present in solution. However, if extracted from the

solution and dipped in water, the dimeric salt is not stable and a black precipitate

is obtained, which is presumably formed by aggregation of metallic particles [22].

Thus, the preparation of [Pt2Cl4(CO)2]
2− may be seen as a reduction process

“frozen” at an intermediate step by the presence of stabilizing ligands in sufficient

concentration, which would otherwise proceed until colloidal particles are formed.
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3.4.5 Nucleation of colloidal particles

When no stabilizing ligands are present in the solution, a dimer may represent

an intermediate step toward the formation of bigger clusters. In particular, in

the earliest stage of the reduction process, the concentration of unreduced Pt(II)

ions is much higher than that of the reduced complexes. If the reduction rate

is not too high, the formation of a bond between Pt(II) and Pt(I) complexes,

which according to our results does not imply an activation energy, is thus a

likely event.5 Once the Pt(II)–Pt(I) bond is formed, our results indicate that

the addition of a second electron can promote the loss of a chlorine ligand (cf.

figure 3.5 d). This way, the negative charge localized on the dimer is not increased

when the formal valence state of the whole complex is reduced.

An iterated reduction/dechlorination mechanism could be important in the

following stages of the reaction, favouring the reduction while the cluster grows

by addition of Pt atoms which can be in a reduction state higher than zero. This

model growth mechanism is remindful of what we observe in our calculations,

where a bond forms between a Pt(II) atom in the stable d8 electronic configuration

and a second Pt atom in the unstable open-shell d9 electronic configuration.

Trying to generalize this result, we can ask if similar reactions may happen at

the surface of an open-shell cluster, playing the role of our d9 Pt atom. This

would imply that not only the addition of reduced Pt(0) atoms to a growing

cluster is possible, but also that of unreduced Pt(II) ions. This issue will be the

subject of the next chapter.

A key point of the present nucleation model is the formation of a Pt(I) complex

reaction intermediate. We note that the existence of a Pt(I) intermediate has

been already postulated [70] in the context of the sonochemical reduction of

PtCl4
2− to colloidal platinum.6 Additionally, when Pt(II) is reduced by hydrogen,

5On the other hand, if a very high number of reducing electrons are available, the complete
reduction to Pt(0) may presumably occur before the aggregation of atoms starts, as in the
classical nucleation model.

6Similarly, it has been suggested that the electrochemical reduction of Pt(IV) on graphite
involves the formation of a Pt(III) intermediate [102].
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a mechanism where Pt(I) is the first intermediate can explain well the kinetics

of the whole reduction process [74]. We note that a mechanism similar to the

one proposed here has been proposed [10] to explain the nucleation of clusters

upon radiolytic reduction of monovalent ions like Ag+ and Au+. Formation

of dimers after aggregation of reduced Ag(0) atoms with excess Ag+ ions as

well as addition of monovalent ions to growing clusters has been observed [10].

According to our FPMD results also bivalent platinum ions can form dimers after

a single reduction step, suggesting that this may be a more general property of

late transition metals.
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Growth of Pt clusters in solution

The subject of this chapter is the growth of platinum clusters after the reduction

of K2PtCl4 in aqueous solution. The formation of the first Pt–Pt bonds after the

start of the reduction process has been investigated by means of first principles

molecular dynamics in chapter 3. We observed that a Pt(II) complex is able

to react with a partially reduced Pt(I) complex, in which the Pt atom is in

the open-shell electronic configuration d9 [67]. Here, we generalize this reaction

mechanism investigating the addition of free Pt(II) complexes to Pt2, Pt12, and

Pt13 clusters in various oxidation states. The results allow us to suggest that

both the nucleation and the growth of platinum clusters proceed through the

same molecular mechanism. Namely, cluster form from the very beginning via

steps of Pt(II) addition to a partially reduced cluster followed by further reduction

of the whole growing seed. This is consistent with the observed autaoccelerating

kinetics of the formation process of metal nanoparticles [79] and suggests a stable

growth path of platinum clusters in the presence of very mild reducing agents.

4.1 Possible mechanisms of cluster growth

The formation of metal clusters upon reduction of a dissolved metal salt is a

process that involves two different chemical reactions: (1) A reduction reaction

where the metal ions are reduced to the metallic (zerovalent) state, and (2) an

aggregation reaction, which leads to enlargement of the cluster by addition of

metal atoms to a growing nucleus. Other more complex growth processes, such

as the coalescence of two small clusters to form a bigger one, are not considered at

this stage of the study. The formation of clusters can be thought to occur through

several mechanisms, which differ one from the other by how the reduction and the

59
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aggregation reactions are separated in time. According to the classical nucleation

mechanism proposed by LaMer [77, 78], the reduction reaction occurs in a first

stage of the process and leads to the formation of zerovalent atoms. In a second

stage, the zerovalent atoms aggregate to form a metal cluster (see section 3.2).

Thus, the global process of particle formation can be separated in a nucleation

stage, where the reduction reaction occurs, and a growth stage, where a diffusion-

limited aggregation reaction takes place. A different model has to be considered

when the presence of growing clusters has a direct influence on the kinetics of the

reduction reaction. In fact, the formation of transition metal clusters is known to

occur in an autocatalytic way, where the first formed clusters catalyze the further

reduction of dissolved complexes [69, 89]. In a proposed mechanism [79], the

autocatalysis starts after a first reaction stage, where small clusters are formed

by aggregation of previously reduced zerovalent atoms. The subsequent growth

takes place via the reduction of ions in situ, on the catalytic cluster surface.

Thus, in this second stage the reduction and the aggregation reactions cannot be

considered as two separate processes. Like in the classical mechanism of LaMer,

in this model the global process of particle formation can be splitted in two

well distinct stages of nucleation and growth. In particular, the formation of a

critical nucleus still requires the complete reduction of complexes followed by the

aggregation of the zerovalent atoms.

On the other hand, we have shown in the previous chapter that the forma-

tion of a Pt dimer does not necessarily requires the complete reduction of the

two Pt complexes involved in the reaction. Already after a single reduction step,

a chemical bond can form between the Pt atoms. In other words, during the

reduction of a dissolved platinum salt the aggregation process can start without

waiting for a critical concentration of zerovalent atoms. Furthermore, we have

hypotisized that also the growth process may occur via addition of unreduced

Pt(II) complexes to open-shell growing clusters. According to this model mech-

anism, which is investigated in the following, the growth of platinum particles

proceeds in a way that minimizes the overall reduction barrier. Indeed, while

the electron transfer process from the reducing agent to the metal ions is often
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the limiting stage of the whole cluster formation process [10], metal colloids are

observed to form starting from bivalent platinum salts even in the presence of

very mild reducing agents. Like in the previous chapter, the electron transfer

from a specified reducing agent to the growing cluster is not directly addressed

in our study. The system contains from the beginning the number of electrons

necessary for the desired reduction state. Among the possible Pt(II) complexes,

we consider in the simulations only the PtCl2(H2O)2 complex. This is the hydrol-

ysis product of PtCl2−4 which is supposed to participate actively in the process of

cluster formation upon reduction [67,74].

4.2 FPMD simulations

We report here the results of our FPMD simulations. First, the formation of a

Pt trimer after addition of Pt(II) complexes to the dimers obtained in chapter 3

is simulated. Then, we turn to the investigation of the reaction between a Pt(II)

complex and clusters of 12 and 13 atoms in various oxidation states. For these

investigations, we used a CP algorithm which is appropriate to simulate metallic

systems [65,66], as described in chapter 2.

4.2.1 Formation of a Pt trimer

In chapter 3, we have found that after one electron is added to a PtCl2(H2O)2

complex, the two water ligands are lost, and the Cl− ligands rearrange so that

a linear PtCl2
− complex is obtained. The Pt(I) complex is able to react with a

second PtCl2(H2O)2 complex with formation of a Pt–Pt bond along the z axis of

PtCl2(H2O)2. In this way, a Pt(I)–Pt(II) dimer is formed after a single reduction

step (figure 4.1A). At this point, this dimer could either receive a second reducing

electron from the reducing agent, or react again with a Pt(II) complex. The

addition of a further electron has been studied in chapter 3, and leads to the

loss of a chlorine ligand with strengthening of the Pt–Pt bond. The obtained

Pt(I)–Pt(I) dimer is shown in figure 4.1B In the following, we investigate the

reactions of the Pt(I)–Pt(II) dimer and of the Pt(I)–Pt(I) dimer with further
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(A) (B)

Figure 4.1: (A) The dimer obtained in chapter 3 after addition of one electron to

a system containing two Pt(II) complexes. The particle density associated with

the unpaired electron is shown as an iso-surface at the value of 0.002 au. (B)

The dimer obtained after addition of a second electron to the dimer in A.

Pt(II) complexes.

A trimer formed after a single reduction step

The particle density associated with the unpaired electron of the Pt(I)–Pt(II)

dimer presents an unbounded orbital lobe located on the Pt(I) unit, which is

expected to be a reactive site (figure 4.1A; see also figures 3.6 and 3.8 of chap-

ter 3). A FPMD simulation is thus started considering a system where a Pt(II)

complex approaches the Pt(I)–Pt(II) dimer from the side of the Pt(I) unit (fig-

ure 4.2A). The initial Pt–Pt distance between the free Pt(II) complex and the

Pt(I) atom of the dimer is set to about 3.6 Å. After about 0.2 ps of simulated

time this distance is decreased to about 3.0 Å, then the system oscillates around

the equilibrium for about 1.5 ps and the simulation is stopped. After quenching

the atomic motion, a structure corresponding to a minimum of the potential en-

ergy surface is reached. In the final configuration (figure 4.2B) the Pt(I) unit is

bound to two Pt(II) units forming a linear Pt trimer, where the Pt–Pt distances

are 3.01 and 3.10 Å. The same reaction could be observed in a simulation cell

filled with water molecules to model the solution environment. In this case, the
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(A) (B)

Figure 4.2: Snapshots of a FPMD simulation showing the formation of a Pt trimer

after a single reduction step. (A) A Pt(II) complex approaches the Pt(I)–Pt(II)

dimer shown in figure 4.1 A. (B) The final trimer structure.

final Pt–Pt distances in the trimer are both reduced to ∼ 2.9 Å. The final trimer

geometry is shown in figure 4.3 together with the particle density associated with

the unpaired electron.

A trimer formed after two reduction steps

The formation of a Pt(I)–Pt(I)–Pt(II) trimer is simulated considering a system

where a Pt(II) complex approaches the Pt(I)–Pt(I) dimer of figure 4.1B. The

initial Pt–Pt distance between the Pt(II) complex and the threefold-coordinated

Pt(I) atom of the Pt(I)–Pt(I) dimer is set to ∼4.0 Å (figure 4.4A). After about

0.5 ps of simulated time a Pt–Pt bond is formed between the Pt(II) complex and

the Pt(I)–Pt(I) dimer, and after quenching of the atomic motion the Pt(II)–Pt(I)

distance is 2.80 Å (figure 4.4A). Interestingly, a water molecule detaches from

the Pt(I)–Pt(I) dimer during the formation of the bond with the Pt(II) complex.

Thus, the trimer presents a new reactive site for further addition and/or reduction

reactions.
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Figure 4.3: A Pt(II)–Pt(I)–Pt(II) trimer immersed in water obtained in a FPMD

simulation. The orange isosurface at 0.002 au depicts the particle density associ-

ated with the unpaired electron.

(A) (B)

Figure 4.4: Snapshots of a FPMD simulation showing the formation of a Pt

trimer after two reduction steps. (A) A Pt(II) complex approaches the Pt(I)–

Pt(I) dimer shown in figure 4.1 B. (B) The final trimer structure.
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(1)

(2)
(1)

(2)

Figure 4.5: The naked Pt12 cluster obtained after annealing of 12 Pt(0) atoms

starting from an arbitrary BCC structure. One of the three twofold-symmetry

axis present in the cluster is labeled with (1), and a twofold-symmetry axis is

labeled with (2). Views along both axis are shown on the right side.

4.2.2 Growth of a Pt12 cluster

We turn now to study the growth of a bigger cluster, modeling the addition of a

complex to a Pt12 cluster. This simulation system is chosen because the reaction

product is the first atomic closed-shell cluster Pt13, according to the series of

Chini magic numbers (see section 1.1.3).

A naked Pt12 cluster

To find a structure of Pt12 corresponding to a local minimum of the potential

energy surface, we start with a configuration of 12 Pt(0) atoms in a BCC struc-

ture, with minimum Pt–Pt distances of 3.3 Å. The system is first annealed for ∼2

ps in a FPMD simulation at 600 K, then the atomic motion is slowly quenched

down until the equilibrium geometry of figure 4.5 is reached. The cluster consists

of a central Pt atom surrounded by the other 11 atoms. The presence of three

twofold-symmetry axis and of one threefold-symmetry axis in the cluster struc-

ture is evidenced in figure 4.5. 32 Pt–Pt bonds are present in the cluster, with a

mean Pt–Pt distance of 2.73 Å.
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(A)

(C)

(B)

(D)

Figure 4.6: Snapshots from a FPMD simulation showing the reaction of a

PtCl2(H2O)2 complex with a naked Pt12 cluster. (A) Initial configuration. (B)

After ∼0.5 ps of simulated time, the Pt(II) complex adsorbs on the cluster sur-

face with formation of a direct Pt–Pt bond and of a bridge through one of the

Cl− ligands. (C) After about 2 ps, the Pt(II) atom has formed three bonds with

atoms of the cluster, and one of the Cl− ligands is left on the cluster surface. (D)

Final configuration, after about 5 ps of simulated time.

Reaction of PtCl2(H2O)2 with the naked Pt12 cluster

The reaction of the naked Pt12 cluster with an unreduced PtCl2(H2O)2 complex

is studied in a FPMD simulation at constant energy (figure 4.6). During the

dynamics, the temperature oscillates between ∼250 and ∼350 K. The Pt(II)

complex is initially placed on top of one of the Pt(0) atoms forming the cluster,

and the Pt(II)–Pt(0) distance is set to about 3.7 Å (figure 4.6A). Immediately,

the Pt(II) complex approaches the Pt12 cluster, and adsorbs on its surface. At

this point, one of the Cl− ligands moves toward the underlying cluster and forms
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a bridge between one atom of the cluster and the Pt(II) atom (figure 4.6B). In

the rest of the dynamics, the Pt atom initially belonging to the Pt(II) complex

forms up to three bonds with other Pt atoms (figure 4.6C). During the formation

of the new Pt–Pt bonds, the whole structure of the cluster changes, consistently

with the high mobility of the surface atoms in small transition metal clusters at

room temperature [105]. After about 5 ps of simulated time, the atomic motion

is quenched and the system reaches the equilibrium structure of figure 4.6D.

Reaction of PtCl2(H2O)2 with a Pt12Cl4 cluster

In the previous simulation, we observed the reaction of an unreduced Pt(II) com-

plex with a fully reduced Pt12 clusters. This shows that unreduced metal ions

can be incorporated into small metal clusters at room temperature without no-

ticeable energy barriers. With the aim of simulating more closely a process of

cluster growth under mild reducing conditions, we increase the global oxidation

state of the Pt12 cluster by addition of chlorine ligands arbitrarily distributed

on its surface, keeping the whole system neutral. Minimization of the Pt12Cl4

structures leads to a minimum energy configuration where the symmetry of the

metal core remains unaltered upon addition of the chlorine ligands. The equi-

librium Pt–Cl distances are all equal to 2.24 Å. The relaxed structure is shown

in figure 4.7 together with the empty orbital states above the Fermi level, which

are mainly localized on the Pt atoms free of ligands. These empty orbital lobes

are expected to be reactive sites for bond formation via electron acception from

closed shell complexes in aggregation reactions.

The reaction of Pt12Cl4 with a PtCl2(H2O)2 complex is investigated in a

FPMD simulation at the mean temperature of ∼300 K (figure 4.8). The initial

distance between the Pt(II) atom and the nearest Pt atom of the cluster is set to

∼3.7 Å. (figure 4.8A) As expected, the PtCl2(H2O)2 complex is soon adsorbed

on the cluster surface (figure 4.8B) forming a Pt–Pt bond along the z axis of the

square-planar complex. Later, also the chlorine ligands bind to Pt atoms of the

cluster (figure 4.8B,C). Like in the previous simulation, the Pt(II) atom starts
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Figure 4.7: Relaxed structure of the Pt12Cl4 cluster considered in the simulations.

The empty states above the Fermi level are depicted with a red semitransparent

isosurface.

forming several bonds with the other Pt atoms. After about 2 ps of simulated

time, the Pt atom originally belonging to the Pt(II) complex is completely incor-

porated into the cluster structure and cannot be distinguished from the other Pt

atoms composing the cluster. This consists at this point of a central Pt atom co-

ordinating the other surrounding 12 Pt atoms (figure 4.8D). Six chlorine ligands

are adsorbed on the cluster surface. Remarkably, in spite of the magic number

nuclearity of the formed cluster (Pt13 is the first atomic closed-shell cluster), this

structure is not a local minimum of the potential energy surface. Indeed, letting

the system evolve spontaneously from this point, the central atom moves off its

position (figure 4.8E). The whole cluster structure changes completely, and a

structure consisting of three stacked (111) slabs of Pt atoms is obtained after

∼3.2 ps of simulated time. The system remains in this configuration for ∼1.8 ps

more, then the atomic motion is slowly quenched down. The final equilibrium

structure is shown in figure 4.8F.
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Figure 4.8: Snapshots from a FPMD simulation showing the reaction of a

PtCl2(H2O)2 complex with a ligated cluster Pt12Cl4. (A) 0.0 ps of simulated

time; (B) 0.6 ps; (C) 1.3 ps; (D) 2.0 ps; (E) 3.2 ps; (F) 5.0 ps.
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Reaction of PtCl2(H2O)2 with a Pt13Cl6 cluster

A further addition step of Pt(II) complexes to the growing cluster is observed in a

new FPMD simulation. A PtCl2(H2O)2 complex is placed near to the optimized

cluster structure Pt13Cl6 obtained in the previous simulation (figure 4.9A). The

distance between the Pt(II) atom and the nearest Pt atom of the Pt13 cluster is set

to ∼3.6 Å. Once again, soon the Pt(II) complex is adsorbed on the cluster surface,

and the Pt(II) atom is fully incorporated into the cluster structure (figure 4.9B–

D). During the simulation, three chlorine ligands move in phase from “on top”

positions (figure 4.9B) to “bridge” positions (figure 4.9C) with respect to the Pt

atoms composing the cluster. Later, one of the ligand moves again to an “on top”

position on a Pt atom nearby (figure 4.9D). This demonstrates the ability of the

ligands to freely diffuse on the cluster surface at room temperature [103, 104].

The FPMD simulation is stopped after about 5 ps of simulated time. The final

structure is shown in figure 4.9D.

4.3 Discussion of the results

The structure and energetics of transition metal clusters have been so far investi-

gated theoretically by means of empirical [105], semiempirical [31], and recently

ab initio [9, 85, 106] static calculations. From the results of these investigations,

some considerations have been made about possible cluster growth paths [31,105].

In this thesis, the specific problem of cluster growth is addressed for the first time

by means of ab initio dynamical simulations. As starting point, we assume as

a fundamental feature of the cluster formation mechanism the observed reac-

tivity of unreduced Pt(II) complexes toward bond formation with open-shell Pt

atoms [67]. In an attempt to generalize this reaction mechanism, we have stud-

ied the adsorption of PtCl2(H2O)2 complexes on Pt2, Pt12 and Pt13 clusters in

various oxidation states.
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Figure 4.9: Snapshots from a FPMD simulation showing the reaction of a

PtCl2(H2O)2 complex with a ligated cluster Pt13Cl6. (A) 0.0 ps of simulated

time; (B) 1.4 ps; (C) 3.5 ps; (D) 5.2 ps. The arrow indicates a chlorine ligand

which changes adsorption site during the simulation.

4.3.1 Aggregation of complexes to growing clusters

In general, the reaction Ptn−1 + Pt → Ptn is expected to be exothermic, if the

atoms are all in the zerovalent state [31]. From static calculations of a big number

of different naked Pt cluster structures, no obvious pattern appears for the metal-

lic growth according to this reaction [31]. This means, the aggregation of atoms

to a growing cluster is expected to imply a large reorganization of the metallic

structure. Namely, first the atoms are adsorbed onto reactive sites of the cluster

surface (as, e.g., edges or steps), then low energy rearrangements of the cluster
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skeleton lead to the minimum energy structure for the given nuclearity [105].

The results of our FPMD investigations are all consistent with the statements

above. In room temperature simulations, we observe that the addition of a new

atom to a stable cluster leads to a complete rearrangement of the cluster structure

without noticeable energy barrier and within a few ps of simulated time. How-

ever, here we do not assume a complete reduction to the zerovalent state prior to

the aggregation reduction. In all simulations presented in the previous section,

an unreduced Pt(II) complex first adsorbs on the cluster surface. Then, with-

out adding any reducing electron to the system, the Pt(II) atom is completely

incorporated into the cluster structure.

The aggregation reaction occurs via electron donation from the occupied dz2

orbital of the square planar complex into the empty orbital lobes localized on free

atoms of the cluster surface (see fig. 4.7). Interestingly, the reaction proceeds in

the same way even if the cluster is not completely reduced to the metallic state.

Thus, addition of Pt(II) complexes should be possible as long as reactive sites

are present on the cluster surface, and is not dependent on the overall oxidation

state of the cluster.

4.3.2 An autocatalytic growth mechanism

Through addition of Pt(II) complexes, both the oxidation state and the nuclearity

of a cluster increase with the effect of enhancing its electron affinity. Thus, the

reduction becomes more and more favourable during the growth process. On

the other side, the reduction process is expected to cause desorption of chlorine

ions from the cluster surface, as observed in the case of the Pt(II)–Pt(I) dimer in

chapter 3. Thus, new reactive sites for further addition of complexes are created

after reduction. In other words, the reduction and the aggregation processes take

advantage one from the other, and both become easier and easier during cluster

growth. This explains why the growth of platinum cluster is an autocatalytic

process [69, 79], and suggests a stable growth pathway under minimal reducing

conditions (see figure 4.10).
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Figure 4.10: Scheme of the autocatalytic mechanism proposed in this thesis (left),

leading to formation of platinum nanoparticles (right).

Noteworthy, the formation of platinum cluster proceeds through this mech-

anism from the very beginning of the reduction process. Already the formation

of dimers and trimers can occur, in principle, after a single reduction step and

without noticeable energy barrier. For this reason, we suggest that a nucleation

stage cannot be distinguished from a growth stage on the basis of a molecular

mechanism of atom aggregation. The overall cluster formation process is ex-

pected to be limited by the barriers encountered in the electron transfer process,

in particular in the early stages. However, in the presence of a sufficiently strong

reducing agent, the growth of cluster is expected to occur spontaneously already

from the initial reduction step. In other words, a singly reduced Pt(I) complex

can be considered as a (degenerate) “critical nucleus” for the cluster growth.

4.3.3 Role of the ligands during cluster growth

In our simulations, the oxidation state of the clusters is defined by the number

of chlorine ligands adsorbed on the cluster surface. This choice of the simulated

system is consistent with the growth mechanism described above, where chlorine
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ligands leave the clusters only after reduction. We observe a high mobility of

the chlorine ligands on the cluster surface at room temperature. Indeed, the

fluxionality of the ligands is a known phenomenon in the physics of metal clus-

ters [103, 104,107]. In our simulations, the ligands are able to move from on-top

to bridge adsorption sites and vice versa without encountering any noticeable

energy barrier. Three ligands are observed to move “in phase”, at the same time

(see figure 4.9). This observed behaviour is promoted by the addition of new

chlorine ligands to the cluster during the reaction with a PtCl2(H2O)2 complex.

This leads to a cascade effect driven by the steric and electrostatic repulsions

between the ligands.

It is known that ligands play a fundamental role in stabilizing the structure

of small metal clusters. The presence of only few chlorine ligands is not enough

to “freeze” the growing metal cores in a stable geometry. In particular, the

Pt13Cl6 cluster obtained in one of the simulations (figure 4.8) does not present a

spherical close-packed geometry of the metal atoms, as is the case for naked Pt13

clusters [18] and of other strongly ligated M13 clusters [107]. On the contrary,

starting from a geometry where a central Pt atom is surrounded by the other

atoms, a compact structure consisting of three stacked layers of atoms arranged

in a triangular lattice is obtained after the central atom has moved off its po-

sition. This open cluster geometry offers further reactive sites for the addition

of unreduced complexes, as we observed in a successive simulation (figure 4.9).

Small magic number Pt clusters consisting of 13 and 55 noble metal atoms are

indeed very difficult to isolate, and are stable only in the presence of complex

ligand systems [23]. In conclusion, a growth process involving mild reducing

agents and low concentration of chlorine ligands is not expected to stop after

formation of small clusters. This is consistent with the fact that size distribu-

tions of clusters obtained after reduction of dissolved K2PtCl4 in the presence of

surfactants weakly bounded to the cluster surface are normally centered on much

bigger nuclearities [89].
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Formation of Pt clusters on DNA

In this chapter, the mechanism of formation of metallic nanoparticles on bio-

logical substrates is investigated. In particular, we focus on the nucleation and

growth of metal clusters on DNA molecules.1 Under particular conditions, the

formation of Pt cluster takes place selectively on DNA templates upon reduction

in K2PtCl4 solution. This means that the homogeneous nucleation of clusters in

solution is kinetically suppressed and heterogeneous nucleation exclusively occurs

at the DNA. This condition is accomplished by allowing Pt(II) complexes to bind

to the DNA bases before starting the reduction process. The formed Pt(II)·DNA

adducts act then as preferred sites for the nucleation of clusters, where the initial

Pt–Pt bond formation involves unreduced Pt(II) complexes (see chapter 3). The-

oretical modeling reveals that the heterogeneous nucleation is promoted by the

strong donor character of the nucleotides, which stabilize and strengthen newly

formed Pt–Pt bonds already after the first reduction step. A clean in situ met-

allization of DNA substrates becomes possible as a result, as demonstrated by

the fabrication of ultra-thin necklaces of nanoparticles extending over the whole

DNA length (figure 5.1).

The results presented here are published in reference [108], and are obtained

in close collaboration with other colleagues from the bio-nanotechnology group

of our institute. The TEM and AFM images of this chapter were recorded by

Ralf Seidel [109] with a Philips CM 200 TEM at 200 keV, and with a Digital

Instrument NanoScope IIIA AFM working in tapping mode, respectively.

1Note that, as in chapter 3, nucleation is thought as a synonym of initial cluster formation,
both nucleation and growth occurring through the same molecular mechanisms (see chapter 4).
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Figure 5.1: “Necklace” of platinum nanoparticles selectively grown on a single

DNA molecule string. Note the absence of homogeneously nucleated clusters in

the background.

5.1 The procedure of DNA metallization

In a typical experiment [109], the DNA molecules are “activated” by incubation

of a DNA solution with an aged solution of K2PtCl4 (1 mM) for at least ∼ 20 h

at room temperature, keeping a complex-to-nucleotide ratio (C/N) of 65:1. Dur-

ing the incubation, some of the Pt(II) complexes bind covalently to the DNA

bases. The complexation of Pt(II) with DNA has been intensively investigated,

especially in the case of the antimitotic anticancer drug cisplatin, which binds to

DNA strands in a sequence-specific way [110]. The most favourable binding site is

the N7 position of guanine, to which hydrolyzed Pt complexes coordinate already
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+

Figure 5.2: Reaction of a PtCl2(H2O)2 complex with a DNA decamer. The X-ray

structure of the Pt·DNA decamer (on the right side) is taken from reference [111].

after a few minutes of incubation (figure 5.2). Accordingly, the initial reaction

of tetrachloroplatinate with DNA takes place preferentially at (GC) planes [112].

However, at high C/N ratios and after ∼20 h of incubation, all other possi-

ble metal-binding sites along the biopolymer become occupied, and a saturation

value of six Pt complexes per (AT,GC) unit is reached [112]. After the activation

step, dimethylamine borane (DMAB) is added to the solution to reduce Pt(II) to

metallic platinum. In the absence of DNA or any additional capping agent, the

reduction of an aged solution of K2PtCl4 would lead to the formation of clusters

which readily aggregate to form a colloidal suspension of relatively large Pt ag-

glomerates (figure 5.3A). In the presence of activated DNA we obtain regular,

continuous chains of nanoparticles of about 5 nm diameter extended over the

whole DNA length (figures 5.1 and 5.3B). The lattice plane distances within the

particles are identical to those of bulk platinum in high resolution TEM images

(figure 5.4).
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(A)

100 nm

(B)

Figure 5.3: (A) Aggregates of platinum particles formed homogeneously after

reduction of an aged solution of K2PtCl4. (B) Platinum particles nucleated se-

lectively on a λ-DNA molecule (from reference [113]), after incubation of DNA

with an aged solution of K2PtCl4 and subsequent reduction.

Figure 5.4: HRTEM image of platinum nanoparticles grown selectively on a DNA

molecule (see figures 5.1 and 5.3B). Fourier transform analysis of these particles

reveals peaks corresponding to the lattice-plane spacing of bulk platinum.
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5.1.1 Cluster formation governed by DNA activation

The reduction/aggregation mechanism of complexed metal ions in the presence

of DNA has never been systematically investigated. More generally, the het-

erogeneous nucleation of clusters in the presence of organic polymers –a process

of primary importance in the production of metal catalysts– is not yet under-

stood in detail [6]. In particular, the role of organometallic complexes which

might be formed before the metal atoms are reduced to the metallic state is not

clear [76,114]. Here, we show that cluster nucleation upon reduction of PtCl4
2−

ions in the presence of DNA is governed by Pt(II)·DNA adducts formed before

the reduction in the base-specific activation step. This is the result of two se-

ries of observations, which are shown to correspond to two ways of tuning the

properties of DNA as a metallization template. Firstly, adjusting the activation

time prior to reduction enables control of the balance between the heterogeneous

nucleation at the DNA template and the homogeneous nucleation occurring in

the solution. Secondly, the reaction kinetics can also be controlled by varying the

content of guanine-cytosine (G–C) vs. adenine-thymine (A–T) base-pairs in the

DNA sequence at fixed activation time. Both observations are reported in detail

in the following.

Homogeneous vs. heterogeneous nucleation

The rate of the nucleation process and the balance between heterogeneous and

homogeneous nucleation can be controlled by varying the activation time ta, that

is, by altering the number of Pt(II) complexes covalently bound to DNA before

the reduction is started. This is revealed by monitoring the reduction kinetics by

UV-VIS spectroscopy in the non-specific light absorption range (λ = 600 nm) and

by imaging the morphology of the final structures with AFM. By increasing ta,

the kinetics of the process accelerates (figure 5.5), and the observed nucleation

behavior changes dramatically (figure 5.6). Large aggregates of homogeneously

nucleated particles form after short activation times (ta ∼ 0), although some

small clusters grown on the DNA strands are also visible (figure 5.6A). However,
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Figure 5.5: Time evolution of the absorbance (at λ=600 nm) of a 1 mM aged

solution of K2PtCl4 during reduction in the presence of DNA molecules. The

DNA was kept in the platinum salt solution for different activation times ta

(indicated in hour units beside each curve) before starting the reduction with

DMAB. The development of absorbance in the non-specific absorption region

of the UV-VIS-spectrum of Pt complexes indicates the formation of colloidal

platinum and the aggregation of small colloidal particles into bigger structures

during the reduction process.

only heterogeneous nucleation takes place after long activation times (ta ∼ 20 h,

figures 5.6B, 5.1, and 5.3B).

Sequence-dependent reduction kinetics

The in situ metallization process is thus selectively promoted by the activation of

the DNA substrate before the reduction. This suggests that Pt(II)·DNA adducts

formed during the activation step strongly promote heterogeneous cluster nu-

cleation, enhancing the reaction rate. Such a mechanism would imply a faster

reduction process after a short activation time for a higher content of (GC) base

pairs in the DNA, since for short interaction times Pt(II) complexes are known

to bind primarily to guanine bases [112]. We can therefore investigate the role of
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Figure 5.6: Products of the metallization process of non activated (A) and acti-

vated DNA (B), immobilized onto mica and imaged by SFM in tapping mode.

The scan size is 1.5 µm x 1.5 µm for both images. The height of selected particles,

indicated by arrows, is reported in nm units.

Pt(II)·DNA adducts by performing metallization experiments at variable DNA

composition. We used three different types of DNA as templates, containing

26%, 41% and 72% of (GC) planes. Before starting the reduction, activation of

DNA with Pt(II) complexes was accomplished for times ranging from 10 min to

48 h. The characteristic reduction time tr, defined as the reaction time at which

the absorbance is half its saturation value, is reported in table 5.1 for each DNA

type. As expected, at short and intermediate ta, we observe a faster reduction

process for higher G contents. Moreover, the dependence of tr on the (GC) con-

tent levels out for long ta, i.e. when all possible binding-sites along the molecule

are occupied.

5.2 FPMD simulations

The formation of Pt clusters is a nucleation-limited process [79], which means that

once a small nucleus is formed, cluster growth proceeds autocatalytically [69,79].

Since in the experiments presented in the previous section heterogeneous nucle-
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Activation time 26% (GC) 41% (GC) 72% (GC)

10 min 13.5 13.0 12.7

30 min 12.6 11.4 11.0

1 h 11.1 10.7 8.8

2 h 10.2 8.7 7.8

16 h 5.9 5.5 5.1

48 h 3.4 3.1 3.4

Table 5.1: Variation of the characteristic reduction times tr (in minutes) of the

metallization process with the activation time ta for three different DNA types

containing different amounts of (GC) base pairs. DNA from Clostridium perfrin-

gens (containing 26.5 % of (GC) base pairs), salmon testes (41.2 % (GC)) and

Micrococcus luteus (72% (GC)) purchased from Sigma-Aldrich was used.

ation dominates over homogeneous nucleation, the presence of Pt(II) complexes

bound to the DNA must favour the initial stages of cluster growth. In particu-

lar, the first step of cluster growth –the formation of a Pt dimer after a single

reduction step [67]– is expected to be easier if at least one of the Pt atoms

is covalently bound to a DNA base. To investigate this issue, we model the Pt

dimer formation at DNA by means of first-principles molecular dynamics (FPMD)

simulations [40]. The competing process –homogeneous cluster nucleation upon

reduction of K2PtCl4 in solution– has been extensively studied with the same

techniques in chapter 3.

5.2.1 Choice of the simulation system

During the incubation of the DNA with the platinum salt solution, Pt(II) com-

plexes react with the nucleotides to form both monofunctional and bifunctional

adducts, that is, the Pt atom binds to one or to two DNA bases. The K2PtCl4

solution used has been previously aged to allow hydrolysis of the tetrachloro-

platinate ions according to the reactions (3.2) and (3.3), as discussed in chap-

ter 3. After reaction of Pt(II) with the DNA bases, further hydrolysis of the

Pt(II)·DNA adducts is expected to occur in the time scale of our experiments.
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To model the Pt(II)·DNA adducts we consider two representative systems: a par-

tially hydrolyzed complex bound to a guanine, G·PtCl2(H2O) [GP], and a fully

hydrolyzed complex bound to two stacked guanines, GG·Pt(H2O)2 [GGP]. These

complexes are chosen to model two limit cases in our experimental process: The

monofunctional GP complex is representative for adducts formed in the early

activation stages, while a bifunctional and completely hydrolyzed GGP complex

represents adducts formed after a long activation time.

In the simulations, two stacked bases model the whole DNA substrate. The

steric constraint exerted by the DNA molecule is modeled by binding the N9 atom

of each guanine to a methyl group, which is kept fixed. We assume that neither the

complementary strand nor the backbone qualitatively influence the mechanism

of dimer formation. This is justified by the observed selective affinity of Pt

complexes for the bases of DNA [110], and is consistent with the localization of

the LUMO state of a Pt(II)/d(pGpG) system on the metal/guanine center [115].

In addition, the reactions to simulate –occurring in the major groove of DNA–

are expected not to be sterically hindered by the DNA structure. All the static

and dynamical simulations are performed in a cubic cell with edge-length 18 Å,

which prevents any significant interaction between the simulated system and its

periodically repeated images.

5.2.2 Reduction of the Pt(II) complexes

In this study, we do not attempt a direct calculation of the electronic affinity of

the complexes considered. This would be a very difficult task due to the com-

plexity of the system to simulate and the net charge present in some cases in

the simulation cell. More simply, we study qualitatively the reduction proper-

ties of the considered systems by calculating the energy gap between the highest

occupied molecular orbital (HOMO) and the lowest unoccupied molecular or-

bital (LUMO) in each model system. The computed HOMO-LUMO energy gap

values of the PtCl2(H2O)2 [P], the GP and the GGP complexes are 2.34 eV,

2.25 eV and 1.13 eV, respectively. This indicates that the reduction of fully hy-
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Figure 5.7: Localization of a reducing electron added to a system containing a

Pt·DNA adduct and a free Pt(II) complex. The particle density associated with

the additional electron is depicted as an orange semi-transparent iso-surface at

the value of 0.002 au.

drolyzed bifunctional Pt·DNA adducts is favoured over the reduction of free P

complexes. This is consistent with the observed localization of a reducing electron

in a system containing a GGP and a P complex. After electronic minimization

at fixed atomic positions, the additional electron is completely localized on the

Pt(II)·DNA complex (figure 5.7). Within the plane-wave formalism used in this

study, this ensures that the most favourable reduction sites of the whole system

are the Pt·DNA adducts formed during the activation step of the experimental

procedure.

After addition of one electron to the GP or the GGP complex, in dynamical

simulations we observe the detachment of a water molecules from the Pt atom,

in both cases. We note that in solution the reduction of a P complex causes the

detachment of both water ligand with rearrangement of the geometry, leading
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to the linear molecule PtCl2
−. In the case of Pt(II)·DNA complexes, a whole

geometry rearrangement is hindered by the steric confinement of the bases in

the DNA helix structure. This has the effect of precluding the loss of both

water ligand, and a threefold-coordinated complex with an empty orbital lobe is

obtained (see figure 5.8 (A1)). The following step of the Pt dimer formation –the

reaction with a second Pt complex– is investigated in the next section.

5.2.3 Formation of a Pt dimer at the DNA

In the presence of both free Pt complexes in solution and Pt·DNA complexes, the

most favoured reduction sites are the Pt atoms bound to DNA. Pt dimers may

thus form via the reaction of reduced Pt·DNA adducts with unreduced P com-

plexes approaching from the solution (reaction path (1)). However, under our

experimental conditions only less than 3% of the total Pt(II) complexes are bound

to the nucleotides. Thus, a second reaction path (reaction path (2)) should be

considered, where a P complex is reduced in solution to PtCl2
− before binding

to an unreduced Pt·DNA adduct. FPMD simulations at 300 K are performed to

investigate both reaction paths (figure 5.8). The observed pattern of events in

reaction path (1) is essentially the same whether the system includes a GGP

adduct (figure 5.8, top) or a GP adduct (not shown). First, a water molecule

detaches from the Pt atom complexed to DNA immediately after one electron is

added to the system. The reduced Pt·DNA complex and an approaching unre-

duced P complex then start forming a Pt-Pt bond oriented along the P complex

z axis after ∼0.5 ps of simulated time (figure 5.8A1–B1). At this point, a water

ligand detaches from the P complex and the geometry of the Pt dimer gradu-

ally changes, until a structure consisting of two tilted Pt/ligands half-plane units

connected by the Pt–Pt bond is reached (figure 5.8C1). The equilibrium Pt–

Pt distance after structural relaxation is 2.57 Å in both the GP and the GGP

systems, with Pt–Pt bond energies of 1.82 eV and 2.25 eV, respectively.2 For

2The reported gas-phase bond energy values are calculated for each Pt dimer as the absolute
value of the difference between the total energy of the fully relaxed dimer structure and the
total energy of the same system after increasing the Pt–Pt distance to 12 Å and relaxing the
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Figure 5.8: Snapshots of two FPMD simulations of the formation of platinum

dimers bound to two stacked DNA bases, following the reaction paths (1) (top)

and (2) (bottom) described in the text. Pt: yellow, Cl: green, O: red, N: blue, C:

grey, H: white. The orange iso-density surface at 0.002 au is associated with the

unpaired orbital state of the reactant species reduced before dimer formation.

comparison, in the Pt2
hom dimer obtained upon single reduction of a system of

two PtCl2(H2O)2 free complexes in solution, the equilibrium Pt–Pt distance is

2.87 Å and the Pt–Pt bond energy is 1.52 eV (see section 3.3 and reference [67]).

Thus, reduction at DNA and heterogeneous dimer formation following path (1)

are energetically favoured and lead to stronger Pt–Pt bonds than the correspond-

ing processes which lead to homogeneous dimer formation in solution.

FPMD simulations of path (2) yield the reaction of a reduced PtCl2
− com-

plex with a GGP complex (figure 5.8, bottom) or a GP complex (not shown).

Once more, the two reactions proceed in a similar way. A Pt–Pt bond initially

forms along the z axes of the Pt·DNA adduct (figure 5.8A2–B2). This leads

to a configuration (figure 5.8B2) analogous to the stable Pt2
hom dimer structure

other atomic positions. These calculations are performed in a cubic cell with 18 Å edge length,
the Pt atoms lying along the cube diagonal.
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Figure 5.9: Comparison between two dimers obtained after a single reduction

step of a system containing two Pt(II) complexes. (A) A Pt dimer formed homo-

geneously in solution (chapter 3), and (B) a snapshot from a FPMD simulation

of the heterogeneous formation of a dimer at the DNA (cf. figure 5.8B2).

obtained during homogeneous nucleation in solution (figure 5.9). Here, however,

two guanine ligands replace the two cis Cl atoms of Pt2
hom, and a further reaction

step is observed. Namely, the top PtCl2
− unit displaces and substitutes one of

the water molecules of the square planar Pt·DNA complex (figure 5.8 B2–C2).

The equilibrium Pt–Pt distance after structural relaxation is 2.54 Å and 2.59 Å

in the GP and the GGP systems, with bond energies of 1.74 eV and 2.38 eV,

respectively. Thus, although in path (2) a free complex is initially reduced in

solution, the more stable Pt dimers are once more those forming from Pt·DNA

adducts.

5.2.4 The water substitution process

The reaction processes shown in figure 5.8 for paths (1) and (2) present various

similarities. In both cases we initially observe the formation of a Pt–Pt bond

aligned with the z axis of the square-planar Pt(II) reactant complex, which has

one or two water ligands. Immediately after this, and without encountering any
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appreciable energy barrier, the Pt(I) complex substitutes one of these water lig-

ands, a reaction which is completed within 1.5 ps of simulation time at room

temperature. A strong Pt–Pt bond whose length is typical of Pt(I) dimers [80]

is obtained as a result in both cases, suggesting that the presence of nucleotide

ligands is a sufficient condition to yield such bond geometry irrespective of the

details of the reduction process. Interestingly, we find that this condition is also

necessary; i.e., the water substitution process does not spontaneously occur in

the absence of nucleotide ligands. Indeed, forcing the water substitution pro-

cess in the Pt2
hom dimer produces a relaxed structure analogous to the one of

figure 5.8C2, with the Pt–Pt bond shortened to 2.52 Å. However, the process

is now associated with a positive energy variation. In particular, switching the

positions of the top PtCl2
− unit and a water ligand within the Pt2

hom dimer leads

to a total energy increase of ∼0.2 eV. This indicates that the water substitution

and the formation of a strong Pt–Pt bond are forbidden during homogeneous

nucleation, and only become possible in the presence of the DNA substrate. We

interpret this effect as a consequence of the strong donor character of the gua-

nine ligands, which leads to charge density accumulation on the metal atom and

weakening of its bonds with the other ligands located in both trans and cis posi-

tions [116,117].

This issue is investigated by analysis of the electronic structure of a Pt(II)/imi-

dazole complex. The imidazole ring is considered here as a good model both for

DNA bases as, e.g., guanine and for heterocyclic aminoacids as, e.g., histidine. In

figure 5.10 the orbital states of imidazole across the Fermi level are shown. Note

the presence of both a σ-donor state (0.55 eV below the HOMO level) and of a π-

donor state (1.21 eV below HOMO). A π-acceptor state is present, but is located

very high in energy (5.11 eV) with respect to the HOMO level. Thus, imidazole

is expected to be a strong donor ligand for late transition metal atoms. The

optimized structure of an Im·PtCl2(H2O) complex is shown in figure 5.11, and

the bond distances are compared with the ones of a PtCl2(H2O)2 (P) complex.

In particular, the Pt–O distance between the central Pt atom and the water

ligand in cis position with respect to the Imidazole ring is considerably larger in
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−0.55 eV−1.21 eV +5.11 eV0.00 eV (HOMO)

Figure 5.10: The orbitals of imidazole and their associated Kohn-Sham eigen-

values across the Fermi level. For each state, the associated particle density is

depicted as an iso-surface at 0.003 au.

2.14 A 2.19 A

Figure 5.11: Comparison between the structures of a Im·PtCl2(H2O) complex

(right) and a PtCl2(H2O)2 complex (left). Note the increased Pt–O distance

when imidazole is present as a ligand.

the Im·Pt complex than in the P complex. This indicates a weakening of the

Pt–O bond due to the presence of the heterocyclic ligand. Therefore, the water

ligand is expected to be easily displaced in nucleophilic substitution procesess,

as observed during the formation of a Pt dimer bound to guanine ligands. This

is consistent with the theoretical mechanism of substitution reactions in square

planar complexes [117], where a ligand in cis position with respect to a strong

σ-donor or π-donor group is expected to be displaced by the entering ligand.

The same water substitution process is observed during the formation of a

Pt dimer after reduction of a P complex and reaction of the PtCl2
− unit with a
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(B)

(D)(C)

(A)

Figure 5.12: Snapshots of a FPMD simulation showing the formation of a strong

Pt–Pt bond during the reaction of a reduced PtCl2
− complex with an unreduced

His·Pt(II) complex (A–D). The electron density associated with the singly occu-

pied orbital is depicted as an iso-surface at 0.002 au. A σ antibonding interaction

(indicated with an arrow in B and C) localizes on a Pt–O bond and causes the

detachment of a water ligand from the His·Pt(II) complex.

Pt(II) complex coordinated to a histidine ligand (figure 5.12). After the formation

of the Pt–Pt bond along the z axes of the Pt(II) complex (figure 5.12B), a

σ antibonding interaction localizes between the Pt atom and the water ligand

located in cis position with respect to the histidine ligand (figure 5.12C). This

causes the break of the Pt–O bond, and the water substitution process takes

place (figure 5.12D).
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5.2.5 Further reduction steps

We have seen that, at the very beginning of the reduction reaction, the heteroge-

neous dimer formation at a DNA –involving stronger Pt–Pt bonds– is preferred

over the homogeneous dimer formation in solution. In addition, the dimers formed

at the DNA are expected to be preferential sites for further reduction processes

leading finally to cluster formation. This arises from two observations: (i) Sim-

ilarly to the Pt·DNA adducts discussed above, because of the presence of the

heterocyclic guanine ligands, the heterogeneously nucleated Pt dimers can be ex-

pected to possess higher electron affinity than corresponding dimers in solutions.

(ii) The process of water substitution during the formation of a strong Pt–Pt bond

has an influence on the reduction properties of the formed dimer. In particular,

our calculations indicate that the electron affinity of the Pt dimer is enhanced

by the water substitution process taking place only at DNA. For instance, the

computed electron affinity along reaction path (2) (section 5.2.3) increases by

0.4 eV when going from the B2 to the C2 geometry of the system in figure 5.8

(bottom). Thus, the metal dimers formed at DNA are expected to be preferential

sites for further reduction processes allowing easier and easier incorporation of

Pt atoms from the solution, consistent with the observed autocatalytic nature of

the cluster formation [69,79].

5.3 Discussion of the nucleation mechanism at

the DNA

Building regular patterns of inorganic nanoparticles associated with DNA [13,

14, 38, 118–121] or proteins [29, 36, 37, 122] is an increasingly important field of

materials science research. The main goal is to combine the self-assembly capa-

bilities of biomolecules with the quantum properties (e.g., optical and electronic)

of small particles, to fabricate a new generation of devices at the nanometer

scale [14, 38]. A peculiarity of DNA as a biological macromolecule is the speci-

ficity of the Watson-Crick base pairing, which allows the programming of its
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intra- and intermolecular associations and thus the building of supramolecular

structures and networks [123]. Furthermore, DNA is an ideal template for the

assembly of metal [13, 14, 38] and semiconductor [120,121] clusters into wire-like

structures, offering a variety of binding sites for several metal ions [124] and

exhibiting remarkable mechanical properties [125].

Here we observe that DNA is also a substrate capable of selectively promoting

the heterogeneous nucleation of metallic nanoparticles upon chemical reduction

of a dissolved platinum salt. This provides a reaction channel for a clean metal-

lization process, and thus reveals a novel functionality of DNA-based structures.

Namely, we find that the competing homogeneous nucleation channel, where large

metal clusters form in the solution and subsequently adsorb on the biomolecule,

is kinetically suppressed under appropriate conditions. This is because cluster

nucleation from a Pt complex seed is exceedingly faster if the complex contains

one or two DNA bases as ligands, while cluster growth is a nucleation-limited pro-

cess. By theoretical modeling, we demonstrated that the formation of Pt dimers

at activated DNA is catalyzed by the local nucleotide/platinum chemistry. Thus,

if Pt atoms are previously complexed to DNA, metallization nuclei form preferen-

tially at activated DNA rather than homogeneously in solution. Going through

an autocatalytic growth process, the first-formed heterogeneous nuclei quickly

develop into bigger particles, consuming the metal complex feedstock present in

the solution. In this way, metallic structures will nucleate and grow exclusively

in situ during the reduction process, the DNA substrate acting thereby as a very

effective catalyst for cluster formation.

Selective in situ nucleation appears to be necessary to grow thoroughly pre-

defined metal nanostructures on a biomolecular template such as DNA. Under

this conditions, thin, regular chains of platinum nanoparticles with an average

diameter of 4 nm could be produced (figure 5.1) using a simple metallization pro-

cedure involving activated DNA but no other stabilizing ligands or surfactants.

We suggest that other strong donor ligands than DNA, bound to metal ions be-

fore (or during) the reduction process to form organometallic complexes, may

induce cluster nucleation in a similar way. This would be consistent with a mech-
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anism which was proposed to explain the nucleation of gold colloidal particles

after reduction of Au(III) complexes by citrate [114]. Furthermore, we expect

that the nucleation of Pt nanoparticles on the surface of proteins [29,36,37,122]

may proceed as on DNA substrates, if heterocyclic aminoacids (e.g., histidine)

are present.

Finally, we find that the heterogeneous nucleation is nucleotide-specific, with

enhanced kinetics for higher guanosine content (table 5.1). These findings reveal

a useful link between the chosen base sequence of the DNA template and the

spatial distribution of active metallization seeds. Namely, heterogeneous cluster

nucleation and tailored substrate design may be used to develop space-resolved

metallization techniques in which metal structures are grown selectively on pre-

defined portions of biological templates.





Conclusions

Homogeneous formation of Pt clusters in solution

In the FPMD simulations described in chapter 3, we observed the formation of

a Pt(I) dimer after reduction of K2PtCl4 in aqueous solution. In a simulation

cell filled with water molecules to model the solution environment, one electron

was added to two PtCl2(H2O)2 complexes. The reduction of one of the square

planar complexes proceeds by loss of both water ligands, while the remaining

chlorine ligands move far away one from the other until a linear PtCl2
− complex

is formed. The reduced Pt(I) complex is able to react with the unreduced Pt(II)

complex, forming a Pt–Pt bond along the z axes of the square-planar complex.

The addition of a further electron promotes the loss of a chlorine ligand and a

Pt(I) dimer is obtained. In chapter 4, we showed that both the Pt(II)–Pt(I)

dimer and the Pt(I)–Pt(I) dimer are able to react again with PtCl2(H2O)2 to

form platinum trimers.

The addition of unreduced Pt(II) complexes to growing clusters has been

investigated in chapter 4. We observed that PtCl2(H2O)2 is able to react with

Pt12, Pt12Cl4, and Pt13Cl6 clusters. In all cases, a Pt–Pt bond is first formed

between PtCl2(H2O)2 and the cluster along the z axes of the Pt(II) complex.

Then the chlorine ligands are adsorbed on the cluster surface, and the water

ligand are either detached from the Pt(II) atom or remain bound to it. In a few

picoseconds, the atom initially belonging to the Pt(II) complex is incorporated

into the cluster structure and becomes indistinguishable from the other Pt atoms.

Considerable rearrangement of the whole cluster structure is observed in all cases

after the reaction with the Pt(II) complex.
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The microscopic mechanism of Pt cluster formation

We have suggested that the formation of metal–metal bonds between complexes

in oxidation states higher than zero is a key step in the nucleation mechanism

of colloidal particles after the reduction of a platinum salt. The results of our

FPMD simulations allowed us to formulate a mechanism of cluster growth which

proceeds through addition of unreduced Pt(II) complexes to only partially re-

duced clusters and/or complexes. The following reduction to the zerovalent state

requires an electron exchange between the reducing agent and a whole cluster.

This is favoured over the reduction of single complexes prior to aggregation to

the cluster. Indeed, due to the delocalization of the metallic orbitals, the elec-

tron affinity of the cluster is higher than that of the single Pt atom complexes [2]

(cf. section 1.2). This is consistent with the autocatalytic nature of the reduc-

tion process [79], in which the presence of already formed clusters catalyzes the

reduction of Pt(II) complexes [69,76].

The growth process is expected to continue at least until a closed-shell con-

figuration is reached. Indeed, the size distributions of monocrystalline colloidal

particles of transition metals are often determined by series of magic numbers of

atoms in the cluster corresponding to atomic and electronic closed-shell configu-

rations (cf. section 1.1.3).

Only the very first reduction step is strictly necessary to start the aggregation

process. Indeed, in the mechanism proposed here, a Pt(I) complex provides the

starting point for the autocatalytic growth of a metallic cluster. That is, every

Pt(II) complex which receives one electron from the reducing agent and is reduced

to Pt(I) can be a nucleation center for the growth of platinum particles. This is

in agreement with the experimental observation that, in most reduction methods,

the formation of metal particles is a nucleation-dominated process [79,89,126].

Substrate-controlled cluster formation on DNA templates

According to the mechanism described above, the fundamental step of the whole

cluster formation process is the initial reduction of Pt(II) complexes with forma-
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tion of Pt dimers. Pt(II) complexes are able to bind covalently to biopolymers,

and in particular form stable adducts with DNA molecules. In chapter 5 the het-

erogeneous formation of clusters on DNA molecules has been investigated. We

found that if a Pt(II) complex is covalently attached to the DNA bases, then

its reduction is favoured over the reduction of free Pt(II) complexes in solution.

In addition, Pt dimers formed heterogeneously at DNA molecules after a single

reduction step present a stronger Pt–Pt bond and are expected to possess higher

electron affinity than the corresponding homogeneously formed dimers. Going

through an autocatalytic growth mechanism, the first-formed heterogeneous nu-

clei may quickly develop into bigger particles, consuming the metal complex feed-

stock present in solution and thus completely hindering the homogeneous particle

formation.

On the basis of this idea, in a team work with the experimentalists of our

research group, we developed a procedure which led to purely heterogeneous

metallization of DNA molecules (see figure 5.1). We consider this result as the

first application of a new coating methodology where the biological metallization

template actively promotes the deposition of metal under particular conditions.

In this way, any inhomogeneity arising from spurious particle formation in solu-

tion is avoided. Because the kinetics of heterogeneous particle formation depends

on the DNA base sequence, we suggest that selectively heterogeneous cluster nu-

cleation and tailored substrate design may be combined to develop space-resolved

metallization techniques in which metal structures are grown selectively on pre-

defined portions of biological templates.
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[8] P. Ballone, W. Andreoni, in [3], pp.71–144.

[9] D. R. Jennison, P. A. Schultz, M. P. Sears, J. Chem. Phys. 106, 1856 (1997).

[10] J. Belloni, M. Mostafavi, in [1], pp. 1213–1247.

[11] M. C. Payne, M. P. Teter, D. C. Allan, T. A. Arias, J. D. Johannopoulos, Rev.
Mod. Phys. 64, 1045 (1992).

[12] M. Mertig, R. Wahl, M. Lehmann, P. Simon, W. Pompe, Eur. Phys. J. D 16,
317 (2001).

[13] J. Richter et al., Adv. Mater. 12, 507 (2000).

[14] E. Braun, Y. Eichen, U. Sivan, G. Ben-Yoseph, Nature 391, 775 (1998).

[15] De Vita, A.; Canning, A.; Car, R. EPFL Supercompt. J. 6, 22 (1994).

[16] F. A. Cotton, Inorg. Chem. 3, 1217 (1964).

[17] F. A. Cotton, Quart. Rev. 20, 389 (1966).
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